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Abstract

Highly negatively charged segments containing only aspartate or glutamate residues (“D/E repeats”) are
found in many eukaryotic proteins. For example, the C-terminal 30 residues of the HMGB1 protein are
entirely D/E repeats. Using nuclear magnetic resonance (NMR), fluorescence, and computational
approaches, we investigated how the D/E repeats causes the autoinhibition of HMGB1 against its specific
binding to cisplatin-modified DNA. By varying ionic strength in a wide range (40–900 mM), we were able to
shift the conformational equilibrium between the autoinhibited and uninhibited states toward either of them
to the full extent. This allowed us to determine the macroscopic and microscopic equilibrium constants for
the HMGB1 autoinhibition at various ionic strengths. At a macroscopic level, a model involving the autoin-
hibited and uninhibited states can explain the salt concentration-dependent binding affinity data. Our data
at a microscopic level show that the D/E repeats and other parts of HMGB1 undergo electrostatic fuzzy
interactions, each of which is weaker than expected from the macroscopic autoinhibitory effect. This dis-
crepancy suggests that the multivalent nature of the fuzzy interactions enables strong autoinhibition at a
macroscopic level despite the relatively weak intramolecular interaction at each site. Both experimental
and computational data suggest that the D/E repeats interact preferentially with other intrinsically disor-
dered regions (IDRs) of HMGB1. We also found that mutations mimicking post-translational modifications
relevant to nuclear export of HMGB1 can moderately modulate DNA-binding affinity, possibly by impact-
ing the autoinhibition. This study illuminates a functional role of the fuzzy interactions of D/E repeats.

� 2021 Elsevier Ltd. All rights reserved.
Introduction

Eukaryotic gene regulation at a transcriptional
level involves various DNA-binding proteins such
as transcription factors, histones, and other
architectural proteins in the nuclei. The majority of
these proteins contain intrinsically disordered
regions (IDRs) to a remarkable extent.1 For exam-
ple, the average total size of IDRs in human tran-
td. All rights reserved.
scription factors is 50% of the total length of
protein sequence.2 Over the past two decades, it
has been shown that IDRs can regulate functions
of gene-regulatory proteins through various mecha-
nisms, including post-translational modifications,
protein-protein interactions, and intramolecular
interactions.1,3

Some IDRs interact with DNA-binding domains
within the same protein molecule.4–19 Such
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intramolecular interactions can cause autoinhibition
and reduce the apparent binding affinity of gene-
regulatory proteins for DNA. In fact, there are many
reports on IDR-mediated autoinhibition for various
gene-regulatory proteins, including C/EBPb,9 Ets-
1,4,11,12 FoxO3,17 HMGB1,7,14,18 p53,5,8,15 RFX1,6

Sox11,19 UBF1,16 and Ultrabithorax.10 In some
cases, autoinhibition is modulated by post-
translational modifications (PTMs) such as
phosphorylation.4,9,11,12,15,20

For some gene-regulatory proteins, autoinhibition
is imposed by strongly negatively charged
segments that contain only aspartate (D) or
glutamate (E) residues.6,13,14,16,18,19 These seg-
ments, whichwe refer to as “D/E repeats”, are found
among various protein families of transcription fac-
tors. Although some researchers suggested that
D/E repeats may serve as DNA mimic,21,22 forma-
tion of a DNA-like shape seems unlikely. Poly-
glutamate can form an a-helix at pH 4 or lower,
but is predominantly a random coil at neutral
pH.23,24 The presence of aspartate residues in an
negatively charged polypeptide seems to
strengthen the propensity of a random coil.25 Acting
as strongly negatively charged IDRs, the D/E
repeats may electrostatically inhibit the binding of
the proteins to DNA in a dynamic fashion.
The human HMGB1 protein contains a 30-

residue segment of D/E repeats at the C-terminus
(the residues 186–215)1. In the cell nuclei, HMGB1
serves as a DNA chaperone and promotes
activities of various DNA-binding proteins such as
transcription factors, DNA-repair/recombination
enzymes, and chromatin remodeling factors.26–28

Although the biological role of the HMGB1 autoinhibi-
tion remains to be delineated, the competitive
intramolecular interactions with the D/E repeats that
destabilize interactions with DNA may be important
for dynamic action of HMGB1 as a DNA chaper-
one.26 In fact, the removal of the D/E repeats from
the HMGB1 protein severely diminishes its activity
to facilitate nucleosome remodeling.29 It was also
proposed that the D/E repeats play a role in displace-
ment of histone H1 from linker DNA by HMGB1, a
dynamic process that impacts the accessibility of
chromatin.30,31 Previous studies using nuclear mag-
netic resonance (NMR) and small-angle X-ray scat-
tering (SAXS) showed that the D/E repeats of
HMGB1 interact with its two DNA-binding domains
(A-box, residues 9–79; B-box, residues 95–163)
and create dynamic equilibrium between extended
and collapsed structures.14,18 However, thermody-
namics of the conformational equilibrium and its rele-
1 In some literature on HMGB1, a residue-numbering scheme
starting from the actual amino-terminal glycine (i.e., G1-K2-. . .) is
used, whereas in others, a scheme starting from the initial methionine
in the gene (i.e., M1-G2-K3-. . .) is used. In this paper, we use the
latter.
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vance to specific interactions of HMGB1 with its
target molecules remain to be delineated.
In this work, using experimental and

computational approaches, we quantitatively
investigated how the autoinhibition of HMGB1
occurs and impacts its specific interactions with a
cisplatin-modified DNA duplex. By varying the salt
concentration in a wide range, we were able to
shift the equilibrium between the uninhibited and
autoinhibited states toward either of them to the
full extent. This allowed us to gain quantitative
information about the conformational equilibrium
of autoinhibition and its impact on the specific
binding to distorted DNA. Our data show that the
ensemble of relatively weak interactions between
the D/E repeats and other parts of HMGB1
causes strong autoinhibition against specific
binding to distorted DNA. Our experimental and
computational data also show that in the
autoinhibition process, the D/E repeats prefer
positively charged IDRs over the two folded DNA-
binding domains of HMGB1. Furthermore, we
show that mutations which mimic post-
translational modifications relevant to nuclear
export of HMGB1 moderately modulate the DNA-
binding affinity. Our current study on HMGB1
illuminates a functional role of the electrostatic
fuzzy interactions between IDRs.
Results

Salt-concentration dependent autoinhibition
against binding to DNA

HMGB1 is known to strongly bind to non-B-form
DNA such as Holliday junction,32,33 bulged
DNA,34,35 G-quadruplex,36,37 and cisplatin-
modified DNA.38,39 Using a fluorescein amidite
(FAM)-labeled 20-bp DNA duplex containing a
cisplatin-modification at a GG dinucleotide (Figure 1
(A)), we measured the specific DNA-binding affini-
ties of the full-length HMGB1 protein and its D30
variant, which lacked the D/E repeats of the C-
terminal 30 residues. The apparent dissociation
constants (Kd,app) were determined from FAM fluo-
rescence anisotropy data for the cisplatin-modified
DNA duplex at various concentrations of the pro-
teins. Figures 1(B) shows examples of the binding
isotherm data from fluorescence anisotropy mea-
surements at 300 and 800 mM KCl. Using this
method, we determined the Kd,app constants for
the full-length HMGB1 and D30 variant proteins at
various concentrations of KCl (Figure 1(C)). When
the ionic strength was relatively low, the affinity of
the D30 variant lacking the D/E repeats was signif-
icantly higher than that of the full-length HMGB1
protein. The lower affinity of the full-length HMGB1
protein represents autoinhibition via the D/E
repeats that may compete with DNA. Interestingly,
at KCl concentrations greater than 500 mM, the



Figure 1. Salt concentration-dependence of HMGB1 autoinhibition examined through measurements of affinity for
a cisplatin-modified 20-bp DNA duplex. (A) The full-length and D30 HMGB1 constructs and the FAM-labeled 20-bp
DNA duplex modified by cisplatin at a GG dinucleotide step. (B) Binding isotherm data obtained through
measurements of fluorescence anisotropy at various concentrations of proteins. Data at 300 mM and 800 mM KCl are
shown. Data for the full-length HMGB1 protein and the D30 variant are shown in red and blue, respectively. (C)
Logarithmic plots of the dissociation constant Kd for the complexes of the cisplatin-modified DNA and the proteins
measured at various concentrations of KCl. Data for the full-length HMGB1 protein and the D30 variant are shown in
red and blue, respectively. For the D30 variant data, the straight solid line was obtained through fitting with Eq. (1). For
the full-length HMGB1, the solid curve was obtained through fitting with Eqs. (3) and (4) along with Eq. (1)
parameterized with the D30 variant data. Through this fitting calculation, the equilibrium constant Kai at 150 mM KCl
was determined to be (8.3 ± 1.4) � 102.
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autoinhibition disappeared and the affinities of the
D30 variant and the full-length HMGB1 protein
became virtually identical.
To understand why the autoinhibition by the D/E

repeats disappear at high concentrations of KCl,
we quantitatively analyzed the salt concentration
dependence of the dissociation constants. For
many protein-DNA complexes, the following
empirical relation has been confirmed:40

logKd ¼ s log Mþ� �þ logKd ;1M ð1Þ

where [M+] is the cation concentration and Kd,1M is the
dissociation constant at [M+] = 1 mol/L. This relation
also means that a linear relationship exists between the
binding free energy DG and log[KCl], which is
supported by the counterion condensation theory.41

Our experimental data for the D30 variant clearly show
the linear relationship between logKd and log[KCl] (Fig-
ure 1(C)).
In contrast, the full-length HMGB1 protein

exhibited a significant deviation from the linear
relationship between logKd and log[KCl], as seen
in Figure 1(C). Electrostatically driven
autoinhibition can account for this deviation. The
full-length protein in the free state undergoes
dynamic equilibrium between the autoinhibited
state (X) and the uninhibited state (P). In the
autoinhibited state, the D/E repeats
electrostatically interact with the positively charged
regions of HMGB1 and inhibit DNA-binding,
whereas in the uninhibited state, the D/E repeats
3

are dissociated and allow the protein to bind to
DNA. Here we define the equilibrium constant Kai

for the conformational equilibrium of autoinhibition
as:

Kai ¼ X½ �= P½ �: ð2Þ
With this equilibrium constant, the apparent

dissociation constant Kd,app is given by:

Kd ;app ¼ Kai þ 1ð ÞKd ð3Þ
Since the autoinhibition involving the D/E repeats

should occur primarily via electrostatic interactions,
it is reasonable to consider that the free energy
difference between the X and P states is also a
linear function of log [KCl], as predicted by the
counterion condensation theory on linear
polyelectrolytes. This assumption leads to:

logKai ¼ a log KCl½ � þ b ð4Þ
The population of the autoinhibited state X is

lower at a higher concentration of KCl, and
therefore the slope a should be a negative
number. When Kai � 1 and the autoinhibition is
insignificant (i.e., [X] � [P]), Kd,app becomes
virtually identical to Kd. This occurs when the salt
concentration is high. When Kai � 1 and the
autoinhibition is considerably strong, logKd,app �
logKai + logKd and therefore the slope ologKd,app/o
log[M+] can be approximated by s + a, which is
smaller than s due to the negative value of a. In
fact, for the full-length HMGB1 protein, the slope
is gentle at lower concentrations of KCl and
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becomes as steep as that for the D 30 variant at
higher concentrations of KCl (see Figure 1(C)).
For the full-length HMGB1 data, we performed a

nonlinear least-squares fitting using Eqs. (1), (3),
and (4), in which the parameters a and b (Eq. (4))
were optimized while the parameters for Eq. (1)
were kept fixed at the values obtained for the D30
variant. The best-fit curves for the full-length
HMGB1 and the D30 variant are shown in solid
lines in Figure 1(C). The slope parameters s and a
were determined to be 7.2 and �5.4, respectively.
According to the counterion condensation theory,
the absolute values of these slopes correspond to
the number of ions that are thermodynamically
released upon macromolecular association.40,41

The value of the parameter s seems qualitatively
consistent with the total number of interfacial ion
pairs in three-dimensional structures of HMGB1-
DNA complexes available in Protein Data Bank
(e.g., 4 ion pairs for A-box in 1CKT; 4 ion pairs for
B-box in 2GZK). Interpretation of the parameter a
is not straightforward because both counterion
accumulation and coion exclusion can significantly
contribute to charge neutralization of proteins.42–44

From the determined parameters and Eq. (4), the
equilibrium constant Kai for autoinhibition at
150 mM KCl was determined to be (8.3 ± 1.4) � 10
2. As shown in Figure 1(C), the two-state model for
autoinhibition can adequately explain the salt
concentration-dependent Kd,app data for the full-
length HMGB1 protein.

Conformational equilibrium of dynamic
autoinhibition

We used NMR spectroscopy to gain further
information about salt concentration dependence
of autoinhibition and investigated the salt
concentration dependence of conformational
equilibrium of HMGB1. With typical cryogenic
NMR probes, experiments on samples at a salt
concentration greater than 300 mM are difficult
because their high conductivity makes it
impossible to achieve an optimal impedance
matching of the 1H RF circuit, diminishing the
sensitivity in NMR detection. To circumvent this
situation, we used a coaxial tube with the protein
solution in a thinner inner tube (the inner diameter
3.2 mm) and D2O in the outer tube. A small
sample diameter is known to help resolve the
problem on NMR experiments for high
conductivity samples.45 This sample configuration
utilizing the coaxial tubes allowed us to achieve an
optimal impedance matching of the cryoprobe 1H
RF circuit, even for samples containing 900 mM
KCl.
Owing to this approach which permits a wide

range of ionic strength in the NMR experiments,
we were able to observe the salt-driven
modulation of the HMGB1 autoinhibition to the full
extent. Figure 2(A) shows overlaid 1H-15N TROSY
spectra recorded for the full-length HMGB1
4

protein (red) and the D30 variant (blue) at various
concentrations of KCl between 40 and 900 mM.
The 1H-15N spectra of the same backbone NH
groups in these proteins were remarkably different
at 40 mM KCl, suggesting that the full-length
protein undergoes the autoinhibition involving the
D/E repeats at the C-terminal region. As the KCl
concentration increased, the 1H-15N cross peaks
of the two proteins became increasingly closer.
The full-length HMGB1 protein and the D30
variant at 900 mM KCl exhibited virtually identical
1H-15N spectra for the same residues. These
results suggest that the autoinhibition of HMGB1
is electrostatically driven, occurs in the fast
exchange regime on the NMR chemical shift
timescale, and is completely disrupted at KCl
concentrations � 700 mM.
We also compared the spectra recorded for the

DNA-bound states of the full-length HMGB1
protein and the D30 variant. Unfortunately, many
signals in the spectra for the complexes with the
cisplatin-modified 20-bp DNA duplex were
severely broadened, perhaps due to competition
between A-box and B-box for the single cisplatin-
modification site on the DNA, which may occur in
the intermediate exchange regime. However, the
complexes with the corresponding unmodified 20-
bp DNA duplex at 100 mM KCl exhibited 1H-15N
correlation spectra of reasonable quality (Figure 2
(C)). As previously demonstrated for a DNA
complex of the isolated A-box domain,46 the full-
length HMGB1 and D30 variant proteins are likely
to change their location on the 20-bp DNA duplex
in the fast exchange regime due to the lack of any
high-affinity site in this DNA. In contrast to the case
for the free proteins at 100 mM KCl (see Figure 2
(A)), the spectrum recorded for the DNA complex
of the full-length HMGB1 protein was similar to the
spectrum recorded for the DNA complex of the
D30 variant (Figure 2(C)). This similarity between
the NMR spectra for the two DNA complexes sug-
gests that the intramolecular interactions involving
the D/E repeats are largely (but not completely) dis-
rupted when HMGB1 is bound to DNA. However,
chemical shifts of some residues are somewhat dif-
ferent between these complexes, suggesting that
some intramolecular interactions of the D/E repeats
remain in the DNA-bound state of HMGB1. In fact,
molecular dynamics simulations indicate that some
intramolecular interactions between the D/E
repeats and other IDRs remain while the interac-
tions between the D/E repeats and A-box/B-box
are disrupted in the DNA-bound state (see below).
Our data collectively show the alteration in the
intramolecular interactions upon HMGB10s binding
to DNA.

Electrostatic fuzzy interactions in
autoinhibition

Figure 3(A) shows {1H-}15N nuclear Overhauser
effects (NOE) measured for the full-length HMGB1



Figure 2. Salt concentration-dependent equilibrium between the autoinhibited and uninhibited states of HMGB1.
(A) Overlaid 1H-15N TROSY spectra recorded for the full-length HMGB1 protein (red) and the D30 variant (blue) at 40,
100, 400, 700, and 900 mM KCl. The spectra for the D30 variant are laid over the corresponding spectra for the full-
length HMGB1. At high concentrations of KCl, the two proteins exhibited virtually identical resonances, reflecting a
shift of the equilibrium toward the uninhibited state. (B) Chemical shift differences (Dd) between the full-length
HMGB1 and the D30 variant measured at various concentrations of KCl. The solid lines represent the best-fit curves
(see the main text). (C) Overlaid 1H-15N TROSY spectra recorded for the proteins bound to 20-bp DNA. Note that the
spectra of the full-length and D30 variant proteins are more similar in the DNA-bound state than in the free state at
100 mM KCl.
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protein at 100 and 700mMKCl. Heteronuclear NOE
is useful to identify regions that are conformationally
mobile on a ps-ns timescale: a smaller
heteronuclear NOE qualitatively suggest higher
mobility.47 Many residues in the IDRs of HMGB1
exhibited heteronuclear NOE smaller than 0.5 at
both 100 and 700mMKCl, suggesting that the IDRs
are flexible both in the uninhibited and autoinhibited
states. For these residues, the heteronuclear NOEs
at 700 mM KCl were considerably smaller than at
100 mM KCl. The decrease in heteronuclear NOE
was particularly remarkable for the D/E repeats.
Although severe overlaps of the NMR signals from
the D/E repeats precluded us from determining
heteronuclear NOE values for these residues
except D214 and D215, many signals from the D/
E repeats in the sub-spectra recorded with 1H satu-
ration were negative at 700 mM KCl and positive at
100 mM KCl (Figure 3(B)). These results suggest
that the D/E repeats and other IDRs are more
5

restricted in the autoinhibited state than in the unin-
hibited state.
To obtain more quantitative information into the

electrostatic nature of the autoinhibition, we
analyzed the NMR chemical shift differences
between the full-length HMGB1 protein and the
D30 variant at various concentrations of KCl.
The populations of the autoinhibited state and the
uninhibited state are given by Kai/(1 + Kai) and
1/(1 + Kai), respectively. At all ionic strengths, the
full-length HMGB1 protein exhibited only a single
1H-15N cross peak for each NH group (Figure 2),
indicating that the conformational exchange
between the autoinhibited and uninhibited states
occurs in the fast exchange regime. The chemical
shift of the full-length HMGB1 protein can be
represented by daKai/(1 + Kai) + du/(1 + Kai), where
da and du represent the chemical shifts of the
autoinhibited and uninhibited states, respectively.
Since the D30 variant should always exhibit du due



Figure 3. The IDRs of HMGB1 are mobile in both states but are more restricted in the autoinhibited state than in the
uninhibited state. (A) Heteronuclear {1H-}15N NOE measured for the full-length HMGB1 protein at 100 mM and
700 mM KCl. Note that many residues in IDRs exhibit smaller heteronuclear NOEs at 700 mM KCl than at 100 mM
KCl. This was particularly obvious for the C-terminal two residues, which are indicated by an arrow. NMR signals from
many residues in the D/E repeats could not be assigned due to severe overlaps. (B) Part of the subspectra recorded
for measuring the heteronuclear NOE. Positive and negative contours are shown in black and green, respectively.
Severely overlapped signals around 1H 8.3–8.5 ppm and 15N 122–124 ppm are from the D/E repeats. Some of these
signals in the 1H-saturation spectra were negative at 700 mM KCl but were positive at 100 mM KCl, suggesting that
the D/E repeats are less mobile in the autoinhibited state than in the uninhibited state.
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to the lack of the D/E repeats, the chemical shift
difference (Dd) between the full-length HMGB1
protein and the D30 variant is given by:

Dd ¼ DdmaxK ai=ð1þ Kai Þ; ð5Þ
where Ddmax represents da – du. Using Eq. 4 and 5, we
carried out nonlinear least-squares fitting to the
experimental Dd data for individual NH groups of
HMGB1 at KCl concentrations of 40, 100, 200, 300,
400, 500, 700, and 900 mM. The parameters Ddmax, a,
and b (see Eq. (4)) were optimized in these fitting
calculations. Examples of the fitting are shown in
Figure 2(B). Using Eq. (4), the value of the equilibrium
constant Kai at 150 mM KCl, a physiological ionic
strength, was calculated from the determined values of
the parameters a and b. Figure 4 shows the values of
Kai and the population of the autoinhibited state at
150 mM KCl for individual residues.
If the free HMGB1 protein undergoes a simple

exchange process between the autoinhibited state
and the uninhibited state, the equilibrium constant
Kai should be virtually identical no matter which
residues are analyzed. However, our data show a
large variety of Kai values for different regions of
HMGB1. The IDR between A-box and the B-box
and the IDR between B-box and the D/E repeats
showed large Kai values, indicating that the D/E
repeats interact more strongly with these two IDRs
than with the other regions. Relatively large values
of Ddmax also implicated that the D/E repeats
preferentially interact with these IDRs.
Comparison of the 13C NMR chemical shifts for
the full-length HMGB1 and D30 variant proteins
suggests that the intramolecular interactions
involving the D/E repeats do not induce formation
6

of any secondary structures within the IDRs (see
Figure S1 in Supplemental Information). Our data
shown in Figures 2–4 clearly indicate the
presence of the dynamic interactions between the
D/E repeats and the IDRs in the autoinhibited
state. The folded regions of A-box and B-box
appear to interact with the D/E repeats, but the Kai

data suggest that their interactions with the D/E
repeats are weaker. For example, the population
of the autoinhibited state for A-box at 150 mM KCl
was calculated to be ~ 0.6, while that of the IDR
between A-box and B-box was calculated to be
higher than 0.9 (Figure 4).
Interestingly, the range of the Kai values from the

NMR data was remarkably smaller than the
corresponding Kai value from the salt
concentration-dependent binding affinity data. It
should be noted that the NMR data reflect the
microscopic binding equilibrium of the D/E repeats
at each intramolecular interaction site, whereas
the salt-concentration dependent binding affinity
data reflect the macroscopic equilibrium. The
discrepancy between the microscopic and
macroscopic Kai constants can be explained as
follows. The autoinhibition may occur when the D/
E repeats mask any crucial part for DNA-binding.
Fuzzy interactions of the D/E repeats can
dynamically mask various parts of HMGB1, but
not simultaneously. While the occupancy of the D/
E repeats at each intramolecular interaction sites
is relatively small, the probability for the D/E
repeats to occupy any crucial part for DNA-binding
can be high for the ensemble of the fuzzy
interactions. In other words, the multivalent nature
of the fuzzy interactions of the D/E repeats may



Figure 4. The microscopic equilibrium constants for intramolecular interactions with the D/E repeats are diverse
and smaller than the macroscopic equilibrium constant for autoinhibition. Shown here are the Kai constants, the
populations of the autoinhibited state, and Ddmax determined using the salt concentration-dependent differences in
NMR chemical shifts between the full-length and D30 variant HMGB1 proteins (see Figure 2). For each residue, using
Eqs. 4 and 5, the parameters Ddmax, a, and b were optimized to fit to the salt concentration-dependence data. Some
examples of the best-fit curves are shown in Figure 2(B). The shown Kai constants were calculated using
[KCl] = 0.15 M (a physiological ionic strength) along with Eq. (4) and the determined values of the parameters a and b.
These Kai constants correspond to the microscopic equilibrium constants for intramolecular interactions with the D/E
repeats. The population of the autoinhibited state was calculated as Kai/(1 + Kai).
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create strong autoinhibition against the specific
interaction with DNA at a macroscopic level.
Autoinhibition dynamics observed in
molecular dynamics simulations

In order to gain additional microscopic insight into
the fuzzy interactions of the D/E repeats, we used
computational approaches as well. Although
others have conducted all-atom or coarse-grained
molecular dynamics simulations of HMGB1,48–50

these studies do not provide us with adequate infor-
mation regarding the autoinhibition process. We
performed all-atom and coarse-grained molecular
dynamics simulations for HMGB1 and examined
the intramolecular interactions between the D/E
repeats and other parts of the molecule. Both types
of simulations show a wide variety of relative posi-
7

tionings for the two DNA-binding domains, the D/E
repeats, and other IDRs of HMGB1. To better
understand the preference of the D/E repeats in
the fuzzy interactions with the other regions, we
analyzed intramolecular interaction energies of the
D/E repeats for the structure ensembles obtained
from the atomistic and coarse-grained simulations.
Figure 5(A) shows two-dimensional maps that

compare the interaction energies of the D/E
repeats with the DNA-binding domains and with
the IDR regions. As indicated, four major states
were identified in the two-dimensional map for the
atomistic simulations of the wild-type HMGB1
protein. For each state, a representative snapshot
is shown in Figure 5(B). In states 1 and 2, the D/E
repeats interact primarily with the IDRs only,
whereas in states 3 and 4, the D/E repeats
dynamically interact with both the IDRs and the



Figure 5. Fuzzy interactions of the D/E repeats with other regions of the HMGB1 protein observed in atomistic and
coarse-grained molecular dynamics simulations. (A) Two-dimensional maps of the interaction energy of the D/E
repeats are plotted for both models. The conformational analysis of the autoinhibited state is shown for wild-type and
PTMs-mimetic mutant of HMGB1. The strength of the interactions between the D/E repeats and the A-/B-boxes is
plotted versus the strength of the interactions between the D/E repeats and the IDRs in HMGB1. These maps indicate
that the D/E repeats interact more strongly with the IDRs than with the two boxes. The plotted energy refers to non-
bonded energy between the selected residues. In the atomistic model, the non-bonded energies include both
columbic and van der Waals interactions. In the coarse-grained model, the non-bonded energies include only
columbic interactions. In all the energy calculations, we excluded the residues that were mutated in the PTMs-mimetic
mutant so that the comparison between the wild-type and PTMs-mimetic mutant will be more direct. The color of the
2D map represents the logarithm of the population of each bin in the map. The atomistic and coarse-grained maps
were obtained for salt concentrations of 150 and 30 mM, respectively. (B) Representative snapshots of full-length
HMGB1 for the states 1–4 indicated in the 2D map obtained for the wild-type HMGB1 protein using the atomistic
simulations. These snapshots illustrate the interactions between the D/E repeats (colored red) and the IDRs (colored
blue). A-box and B-box are shown in dark and light green, respectively. (C) Matrices of the distances between each
residues of the D/E repeats and the residues of HMGB1 obtained from conformational ensemble sampled using
atomistic (top) and coarse-grained (bottom) simulations. The distances are indicated by the grey scale bar in �A.
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DNA-binding domains. For states 1–3, the energy
for the interactions with the IDRs is significantly
larger than that for the interactions with the DNA-
binding domains. This trend of stronger
interactions with the IDRs than with the DNA-
binding domains is also seen in the two-
dimensional maps for the coarse-grained
simulations. Thus, both atomistic and coarse-
grained simulations are consistent with the
8

experimental data showing that the D/E repeats
prefer the IDRs over the folded region of HMGB1.
Our data illustrate that the autoinhibited state is
heterogeneous with a large ensemble of fuzzy
interactions between the D/E repeats and other
regions of HMGB1.
To further analyze the modes of interactions

between the D/E repeats and other regions of
HMGB1, we measured the distances between
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each residue of the D/E repeats and the residues of
HMGB1. Figure 5(C) shows the mean of these
distances from ensembles of HMGB1 sampled in
the atomistic and coarse-grained simulations. It is
evident that the D/E repeats interact extensively
with all three major IDRs of HMGB1, both in the
atomistic and the coarse-grained simulations.
Figure 5(C) shows that the D/E repeats also
interact with some residues of A- and B-boxes.
The atomistic simulations suggest that the
interaction of the D/E repeats is more significant
with B-box than with the A-box. In the coarse-
grained simulations, the interactions of the D/E
repeats with A- and B-boxes are more extensive
compared to the atomistic simulations. This can
be either due to the more extensive sampling of
the coarse-grained simulations or alternatively due
to their limited accuracy. The interactions between
the D/E repeats and the three IDRs as well as the
DNA-binding domains are in accord with the
experimental results (Figure 4).
To gain some insight about the molecular origin of

autoinhibition, we simulated the D 30 variant at
atomistic resolution for a total of 9 ls. In the
conformational ensemble of D 30 HMGB1, the
distance between the center of mass of the DNA-
recognition helices of the A- and B-boxes is
49 ± 12 �A. The corresponding distance in full-
length HMGB1 is 43 ± 14 �A. The distance
between these helices in a complex between
HMGB1 and DNA (PDB ID 5ZDZ) is 57 �A,
Figure 6. Interplay between the interactions of the D/E re
when bound to DNA. Simulations of the coarse-grained mod
reaction coordinates to elucidate the binding mechanism of H
trajectories are projected two-dimensionally along three ord
domains with DNA (y-axis of panels A, B, D, E), the intramole
the D/E repeats (x-axis of panels A, D and y-axis of panels
IDRs and the D/E repeats (x-axis of panels B, C, E, F). Pan
and B-box, respectively.

9

suggesting that the autoinhibition may originate
from trapping the conformation in a more compact
state as a consequence of the interactions
between the D/E repeats and other regions of the
HMGB1, particularly its IDRs.
To gain further insight into the autoinhibition

against DNA-binding, we performed coarse-
grained simulations of HMGB1 in the presence of
nonspecific B-DNA. Through these simulations,
we examined how the D/E repeats and DNA
compete for the DNA-binding domains (i.e., A-box
and B-box) of HMGB1. Our analysis of interaction
energies for A-box and B-box clearly showed that
their intramolecular interactions with the D/E
repeats and intermolecular interactions with DNA
are mutually exclusive (Figure 6(A) and (D)).
When HMGB1 binds to DNA, the intramolecular
interactions between the D/E repeats and the
DNA-binding domains are largely disrupted.
Interestingly, the D/E repeats strengthen
intramolecular interactions with other IDRs upon
HMGB10s binding to DNA (this observation is
more pronounced for A-box than for B-box,
Figure 6(B) and (E)). The association of the D/E
repeats with the IDRs seems to be significantly
coupled to the disruption of the interactions
between the D/E repeats and the DNA-binding
domains (Figure 6(C) and (F)). These
computational results suggest that the release of
the autoinhibition occurs through alteration in the
fuzzy interactions of the D/E repeats in a dynamic
peats with the IDRs and the A- and B-boxes of HMGB1
el at low salt concentrations are projected along several
MGB1 and the nature of the autoinhibition. The sampled
er parameters: the interaction between the DNA-binding
cular interactions between the DNA-binding domain and
C, F), and the intramolecular interactions between the
els A-C and panels D-F correspond to results for the A-
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ensemble rather than through complete disruption
of all the intramolecular interactions. The
remaining intramolecular interactions can explain
why the NMR spectra for the protein-DNA
complexes of the full-length HMGB1 and D30
variant proteins are somewhat different (Figure 2
(C)).

Impact of PTM-mimetic mutations

Although HMGB1 molecules normally reside in
the cell nuclei, some cells (e.g., macrophage)
actively secrete HMGB1 into extracellular space,
where HMGB1 acts as a cytokine.51,52 The HMGB1
export from the nuclei involves the acetylation of
particular lysine residues, including K180, K182,
K183, K184, and K185.53 Phosphorylation of S181
also occurs in the relocation process.54 Since the
region of the residues 180–185 is immediately adja-
cent to the D/E repeats (residues 186–215), it is
reasonable to speculate that the acetylation and
phosphorylation may make a significant impact on
the autoinhibition of HMGB1. To examine this pos-
sibility, we prepared an HMGB1 variant in which
the residues 180–185 are mutated from KSKKKK
to QEQQQQ to mimic the post-translational modifi-
cations (PTMs). K ? Q and S ? E mutations are
commonly used to mimic acetyl-lysine and
phospho-serine side chains, respectively.55,56

Using this variant, we investigated the extent to
which the naturally occurring PTMs can impact
HMGB10s binding affinities and conformational
equilibrium.
As shown in Figure 7(A), the PTMs-mimetic

mutant exhibited a ~ 3-fold higher affinity for the
cisplatin-modified DNA than the wild-type HMGB1
protein at physiological ionic strength. Considering
that the mutations reduce the overall charge by 6,
the higher affinity of the PTMs-mimetic mutant
may be surprising. In fact, when the ionic strength
was high enough to disrupt autoinhibition, the
PTMs-mimetic mutant exhibited lower affinity than
the wild-type HMGB1 protein. The high affinity of
the PTMs-mimetic mutant could be explained by a
shift in conformational equilibrium of autoinhibition.
As shown in Figure 7(B), some NMR signals from
the mutant protein were located between the
signals from the wild-type HMGB1 protein and
those from the D30 variant, implicating that the
conformational equilibrium of this mutant might be
shifted slightly toward the uninhibited state. The
molecular dynamics simulations indicate that the
PTMs-mimetic mutations weakened the
interactions of the D/E repeats with the IDRs while
the interactions with the DNA-binding domains
remained similar to those in the wild-type HMGB1
protein. These results, which support that the
autoinhibition mostly occurs via interactions
between the D/E repeats and the linker region that
tether the DNA-binding domains, were observed
in both the atomistic and coarse-grained
simulations, as shown in Figure 5(A).
10
Discussion

Electrostatic interactions are crucial for protein-
DNA association processes.40,57 It seems reason-
able that various DNA-binding proteins utilize com-
petitive electrostatic interactions as a mechanism
for autoinhibition against DNA binding. Our experi-
mental data on HMGB1 show that the competitive
electrostatic interactions for autoinhibition are
diminished when the KCl concentration is increased
far beyond physiological ionic strength. The salt
concentration-dependent Kd,app data can be
explained by the two-state model involving the
autoinhibited state and the uninhibited state at a
macroscopic level (Figure 1). At higher ionic
strengths, the equilibrium between these two states
is shifted toward the uninhibited state due to weaker
electrostatic interactions between the D/E repeats
and other regions of HMGB1. At lower ionic
strengths, the equilibrium between the two states
is shifted toward the autoinhibited state, and conse-
quently, the apparent affinity of the D30 variant lack-
ing the D/E repeats becomes far stronger than that
of the full-length HMGB1. Our NMR and computa-
tional data suggest that the underlying processes
aremore dynamic and fuzzier at a microscopic level
(Figures 2–6). These processes appear to involve
various states in which the D/E repeats dynamically
interact with various parts of HMGB1 with a strong
preference for the positively charged IDRs. To a les-
ser extent, the D/E repeats also interact with the
folded regions of A-box and B-box. Thus, the
macroscopic autoinhibited state seems to be an
ensemble of various states in which the D/E repeats
are associated with different segments of HMGB1
through electrostatic fuzzy interactions.
Intramolecular fuzzy interactions of IDRs have

been proposed to play important roles in long-
range organization of different functional parts and
in signal sensing.1,58 In the current case, the multi-
valent nature of fuzzy interactions seems to
enhance the macroscopic autoinhibition effect.
The fuzzy interactions may also create a larger
number of microscopic states, which may provide
an entropic advantage. HMGB10s binding to DNA
appears to disrupt many of the fuzzy interactions
involving the D/E repeats (Figure 2(C)). This disrup-
tion should further increase the mobility of the IDRs
and may contribute to the entropic term of the bind-
ing free energy. Furthermore, when HMGB1
encounters DNA, the dynamic autoinhibited state
might facilitate the transition first to the uninhibited
state and then to the DNA-bound state through rel-
atively low energy barriers. Upon binding to DNA,
the D/E repeats may compensate the loss of inter-
actions with A- and B-boxes by having more exten-
sive interactions with the IDRs of HMGB1
(Figure 6). Some of the microscopic states in the
autoinhibition process may also promote recogni-
tion of target molecules other than DNA. Since
HMGB1 is known to interact with various nuclear



Figure 7. The impact of PTM-mimetic mutations near the D/E repeats of HMGB1. (A) Ratio of the apparent
dissociation constants (Kd,app) for the complexes with the cisplatin-modified 20-bp DNA at various concentrations of
KCl. (B) NMR signals from backbone NH groups of K165 and K76 in the wild-type full-length HMGB1 (red), the PTMs-
mimetic mutant HMGB1 (black) and the D30 variant (blue) at 200, 300, and 700 mM KCl. Note that the signals from
the mutant are located between the signals from the wild-type full-length HMGB1 protein and those from the D30
variant at low ionic strengths.
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and extracellular proteins,28,52 the larger number of
microscopic states created by fuzzy interactions of
IDRs might assist HMGB1 in recognizing different
molecules.
The D/E repeats are required for the HMGB1

protein to facilitate chromatin remodeling and
displacement of histone H1 from linker DNA.29,30

When nuclear HMGB1 assists various gene-
regulatory proteins and DNA-repair/recombination
enzymes, HMGB1 typically acts on them only tran-
siently and does not serve as a stable subunit of
multi-subunit protein-DNA complexes.26,28 In fact,
fluorescence imaging studies showed that HMGB1
rapidly diffuses in the cell nuclei.59,60 It seems likely
that the short-lived nature of the interactions with
DNA is important for HMGB10s dynamic action as
a DNA chaperone. We should also point out that
some HMG-box type DNA-binding proteins do not
possess D/E repeats. For example, HMGB4, a par-
alogue of HMGB1, does not possess D/E repeats.
The function of these proteins lacking D/E repeats
might require stable association with DNA rather
than short-lived interactions. The dynamic autoinhi-
11
bition via the D/E repeats might mobilize HMGB1 so
that it can efficiently serve as a DNA chaperone.
Our data on the PTMs-mimetic mutant HMGB1

protein suggest that the PTMs involved in the
export of HMGB1 from the cell nuclei increase the
DNA-binding affinity (Figure 7). This might be
somewhat counterintuitive because the higher
affinity may help sequester HMGB1 on the
genomic DNA. However, the region of the PTMs
(the residues 180–185) corresponds to one of the
two nuclear localization sequences (NLSs) of
HMGB1.28 Since basic amino-acid residues are
crucial for NLSs,61 neutralization of lysine side
chains through acetylation should have negative
impacts on nuclear localizations. In fact, K ? Q
mutations in this region were shown to cause a
decrease in nuclear HMGB1 and an increase in
cytoplasmic HMGB1.53 Our data (Figure 7A) show
that the apparent affinity of HMGB1 for the
cisplatin-modified DNA at a physiological ionic
strength becomes ~ 3-fold stronger by the PTMs-
mimetic mutations. This impact is rather moderate,
compared to other systems. For example, S46/T55
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phosphorylation in the p53 protein and S282/S285
phosphorylation in the Ets-1 protein reduce the
binding affinity for their target DNA by a factor
of ~ 10 and ~ 100, respectively.4,15 Autoinhibition
via D/E repeats might be generally less sensitive
to PTMs because interactions involving D/E repeats
are fuzzy and can occur at multiple distinct sites.
Studies on other proteins containing D/E repeats
would provide further insight into this possibility.
In conclusion, our experimental and

computational investigations have provided
thermodynamic and structural dynamic insights
into the electrostatically driven autoinhibition of
HMGB1. The strongly negatively charged D/E
repeats at the C-terminal region of HMGB1 can
interact with various parts of the HMGB1 protein
with strong preference for the positively charged
IDRs over the folded regions. Our NMR data show
that the D/E repeats and other parts of HMGB1
undergo fuzzy interactions, each of which is
weaker than expected from the macroscopic
autoinhibitory effect. This discrepancy may
suggest that the multivalent nature of the fuzzy
interactions enables strong autoinhibition at a
macroscopic level despite relatively weak
intramolecular interaction at each site. The
mutations mimicking the acetylation and
phosphorylation relevant to the export from the
nuclei moderately modulate HMGB10s affinity for
DNA, possibly through a shift in the autoinhibition
equilibrium.

Materials and methods

Preparation of proteins

A synthetic gene of human HMGB1 (215
residues) was sub-cloned into the NcoI/HindIII
sites of the pET28a vector. This is different from
the plasmid used in our previous study62 and was
capable of producing a larger amount of HMGB1.
The plasmid for expression of the D30 variant (resi-
dues 1–185) was obtained using a Quick-Change
Lightning mutagenesis kit (Agilent Technologies)
by introducing two stop codons at the positions of
residue 186 and 187 in the full-length HMGB1 plas-
mid. The plasmid for expression of the K180Q/S1
81E/K182Q/K183Q/K184Q/K185Q mutant of
HMGB1 was produced using a Quick-Change
Lightning kit with a single pair of PCR primers.
The sequences of the plasmids were confirmed
through Sanger sequencing. Proteins were
expressed in Escherichia coli BL21 (DE3) cells cul-
tured in minimal media, where 13C glucose and 15N
ammonium chloride were used as the sole carbon
and nitrogen sources to label the proteins with 13C
and 15N isotopes. Harvested cells were lysed by
sonication at 4 �C in a buffer of 50 mM Tris-HCl
(pH 7.5), 1 mM EDTA, 100 mM NaCl, 1% Triton
X-100, and 5% glycerol. To avoid proteolysis,
Roche cOmplete protease inhibitor cocktail was
used (1 tablet per 50 ml of the sonication buffer).
12
The supernatant was loaded onto an SP-FF cation
exchange column (GEHealthcare) equilibrated with
20 mM sodium phosphate (pH 6.0), 1 mM EDTA,
and 100 mM NaCl. The protein was eluted with a
gradient of 100–2000 mM NaCl. For the full-length
wild-type andmutant HMGB1 proteins, each protein
was loaded onto a Resource-Q anion-exchange
column (GE Healthcare) and eluted with a gradient
of 0–1500mMNaCl in 50 mM Tris-HCl (pH 7.5) and
1 mM EDTA. For the D30 variant, this purification
step was replaced with cation-exchange chro-
matography using a Resource S cation-exchange
column (GE Healthcare) using the same gradient.
Each protein was concentrated to ~ 10 mL and fur-
ther purified through size-exclusion chromatogra-
phy using an S-100 column (GE Heathcare)
equilibrated with a buffer of 100 mM ammonium
acetate (pH 7). The purified proteins were lyophi-
lized and stored at �20 �C until use.
Preparation of DNA

Chemically synthesized DNA strands were
purchased from Integrated DNA Technologies,
Inc. Each strand was purified by Mono-Q anion-
exchange chromatography. For preparing
cisplatin-modification of DNA, an activated
cisplatin solution was made by reaction with
1.97 mol eq of AgNO3 in distilled, deionized water
on a shaker at room temperature for 16 h in the
dark followed by centrifugation to remove the AgCl
precipitate.63 The 20-mer DNA strand containing
single GpG site (50-CTCTGGACCTTCCTTTCTT
C-30; denoted GG20) was platinated by addition of
the activated cisplatin solution (1.5 eq) to a 70 lM
solution of the oligonucleotide. The reaction mixture
was incubated at 37 �C for 8 h. The product was
purified by Resource-Q column with a gradient of
25–45% buffer containing 50 mM sodium phos-
phate (pH 6.0) and 1500 mM NaCl. After annealing
of complimentary strands, each duplex was purified
by Resource-Q. The site-specific cisplatin modifica-
tion in the DNA duplex was confirmed by NMR. For
fluorescence studies, a fluorescein amidite (FAM)
was attached to the 50-terminus of GG20.
Fluorescence-based assays of binding of
HMGB1 to cisplatin-modified DNA

The affinities of the full-length HMGB1, D30
variant, and PTMs-mimetic mutant proteins for the
cisplatin-modified DNA were determined by
protein titration. The completely reduced form of
the protein was obtained by incubating with 5 mM
dithiothreitol (DTT) for 1 h. In protein-titration
experiment, the fluorescence anisotropy of 1 nM
FAM-labeled cisplatin-modified DNA was
measured at an excitation wavelength of 490 nm
and an emission wavelength of 521 nm using an
ISS PC-1 spectrofluorometer in a buffer of 10 mM
potassium phosphate (pH 7.5), 1 mM DTT and
various concentrations of KCl (100–900 mM) at
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25 �C. The dissociation constantKdwas determined
from the anisotropy data using MATLAB
(MathWorks, Inc), as previously described.64 Non-
linear least-squares fitting calculations for the salt
concentration-dependent Kd data were also per-
formed with MATLAB software.
NMR chemical shift assignment

The NMR spectra for resonance assignment
were recorded at 25�C using a Bruker Avance III
NMR spectrometer equipped with a cryogenic
probe operated at the 1H frequency of 600 MHz.
Although the resonance assignment data for the
full-length HMGB1 protein and for the D30 variant
were available at Biomolecular Magnetic
Resonance Bank (accession codes 15,502 and
7408, respectively), our NMR experiments
showed somewhat different chemical shifts for
some residues, presumably due to different
experimental conditions. Using 0.4 mM 13C/15N-
labeled proteins in a buffer of 10 mM potassium
phosphate (pH 7.5), 5 mM deuterated DTT, and
100 mM KCl, and 5% D2O, we recorded 3D 15N-
edited NOESY spectra and TROSY-versions of
3D HNCO, HNCA, HN(CO)CA, HNCACB, CBCA
(CO)NH spectra65 for backbone 1H/13C/15N reso-
nance assignment of the full-length HMGB1 protein
and the D30 variant. NMR-Pipe66 was used for the
data processing and NMRFAM-SPARKY67 was
used for the spectral analysis.
NMR experiments on salt dependence of
autoinhibition equilibrium

Salt titration samples were made of 270 lL
solutions with 0.3 mM 15N-labelled full-length
protein or D 30 variant, in a buffer containing 40–
900 mM KCl, 10 mM potassium phosphate (pH
7.5), 5 mM deuterated DTT and 1 mM sodium
2,2-dimethyl 2-silapentane-5-sulfonate (DSS). 8
different concentrations of KCl (40, 100, 200, 300,
400, 500, 700, and 900 mM) were used. For each,
a ~ 270 ul solution was sealed in an inner tube
(the tube inner diameter 3.2 mm) with a 100 lL of
D2O in the outer tube of Shigemi coaxial NMR
tubes (the outer diameter 5.0 mm). The coaxial
tubes were used to achieve optimal impedance
matching for the cryogenic probe on high ionic-
strength samples (see above). For each sample,
1D 1H and 1H-15N TROSY spectra were recorded
at 25 �C. NMR chemical shifts were referenced to
the 1H signal from DSS as the internal reference.
For each backbone NH group, a unified chemical
shift differenceDd ¼
½ðdFLH � dD30H Þ2 þ 0:25ðdFLN � dD30N Þ2�

1=2

, where dH and
dN represent 1H and 15N chemical shifts, was
calculated from the resonances of the full-length
(FL) and D30 proteins at each concentration of
KCl. Nonlinear least-squares fitting to the Dd data
using Eqs. (4) and (5) was performed using
MATLAB software. Heteronuclear {1H-} 15N NOEs
13
for backbone NH groups of the full-length HMGB1
protein at 100 and 700 mM KCl were measured at
the 1H frequency of 800 MHz with a 5 s period for
1H saturation.

Molecular dynamics simulations
Atomistic model. We performed atomistic MD
simulations for HMGB1 and its D30 variant using
GROMACS (v. 2020).68 The force field parameters
for the protein, SPC water, and ions were derived
from the AMBER99SB-ILDN force field.69 All struc-
tures were placed in a dodecahedral box, and sol-
vated. Sodium and Chloride ions were added to a
concentration of 0.125 M, with slight adjustments
to neutralize the overall charge. All structures were
subject to minimization and NVT and NPT equilibra-
tion. The initial atomic coordinates were taken from
three of the NMR models available in PDB entry
2YRQ, using HMGB1 residues 2–166, (models 1,
16, and 20). PyMOLwas used to generate the miss-
ing residues (167–215), in a mostly helical confor-
mation. The same modelled region was used for
all three starting structures. Each structure was
simulated for 1000 ns, in two separate runs, result-
ing in a total of six simulations. To mimic the acety-
lated and phosphorylated forms, K180, K182, K183,
K184, and K185 were replaced with glutamine resi-
dues and S181 was replaced with glutamic acid.
The changes were done in COOT.70 A total of six
productions runs, each 1000 ns, were run for the
modified structures.

Coarse-grained model. The dynamics of HMGB1
and its binding to DNA were studied using coarse-
grained molecular dynamics (CG-MD) simulations.
Each residue was represented by a single bead at
the position of its Ca atom. The DNA was
modeled with three beads per nucleotide,
representing phosphate, sugar, and base.
The force-field applied in our simulations used a

native-topology based model that includes a
Lennard-Jones potential to reward native contacts
and a repulsive potential to penalize non-native
contacts.71–73 The positively charged residues of
the protein (Lys, Arg) were assigned a point charge
of (+1e) and the negatively charged residues (Asp,
Glu) as well as the phosphate beads of the DNA
backbone were assigned a negative charge of
(�1e). The electrostatic potential between charged
beads qi, qj was modeled by the Debye-Hückel
interaction, which accounts for the ionic strength
of a solute immersed in aqueous solution.74 The
explicit form of the force field is reported
elsewhere.75

The structure of HMGB1 used in this study was
based on the first conformation in the NMR
structure from PDB ID 2YRQ. For wild-type
HMGB1, the missing disordered residues 167–215
were modeled as an elongated chain, and more
realistic conformations were obtained during
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simulation. In the CG-MD, the interactions between
the D/E repeats and the other domains of HMGB1
are modeled by electrostatic interactions only. All
other interactions within HMGB1 are modeled as
repulsive (i.e., excluded volume), unless a contact
is defined in the selected NMR structure using the
CSU program.76 These native contacts are mod-
eled in the CG model using the Lennard-Jones
potential. Two additional variants were designed
for this study: one with a neutral tail, in which the
charges from the negatively charged residues in
position 186–215 were removed, and a mutant
mimicking acetylation of lysine residues 180,182–
185 and phosphorylation of S181 (shown in bold
in the sequence shown in Figure 7(A)). In this vari-
ant, the lysine residues were neutralized and a neg-
ative charge was assigned to the serine.
The dynamics of the three constructs of HMGB1

in isolation and in presence of DNA were
simulated using the Langevin equation.77 The simu-
lation temperature was set to 0.4 (reduced units),
which is lower than the folding temperatures of
HMGB1. The dielectric constant was 80, and the
salt concentration was varied as mentioned
throughout the main text. For each system, we pre-
formed 5 simulations consisting of 107 MD steps.
When DNA was included, DNA was modeled as a
linear double-stranded B-DNA molecule with length
100 base-pairs. Trajectory frames were saved
every 1000 steps. Periodic boundary conditions
were not used in our model.
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