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ABSTRACT: A fundamental step in gene-regulatory activities,
such as repression, transcription, and recombination, is the
binding of regulatory DNA-binding proteins (DBPs) to
specific targets in the genome. To rapidly localize their
regulatory genomic sites, DBPs reduce the dimensionality of
the search space by combining three-dimensional (3D)
diffusion in solution with one-dimensional (1D) sliding
along DNA. However, the requirement to form a thermody-
namically stable protein−DNA complex at the cognate
genomic target sequence imposes a challenge on the protein because, as it navigates one-dimensionally along the genome, it
may come in close contact with sites that share partial or even complete sequence similarity with the functional DNA sequence.
This puzzling issue creates a conflict between two basic requirements: finding the cognate site quickly and stably binding it. Here,
we structurally assessed the interface adopted by a variety of DBPs to bind DNA specifically and nonspecifically, and found that
many DBPs utilize one interface to specifically recognize a DNA sequence and another to assist in propagating along the DNA
through nonspecific associations. While these two interfaces overlap each other in some proteins, they present partial overlap in
others and frustrate the protein−DNA interface. Using coarse-grained molecular dynamics simulations, we demonstrate that the
existence of frustration in DBPs is a compromise between rapid 1D diffusion along other regions in the genome (high frustration
smoothens the landscape for sliding) and rapid formation of a stable and essentially active protein−DNA complex (low
frustration reduces the free energy barrier for switching between the two binding modes).

■ INTRODUCTION
A key component of gene regulation is the binding of
regulatory proteins to specific target sequences in the genome.
The gene expression process is very demanding, and requires
that DNA binding proteins (DBPs) must recognize their
cognate sites and distinguish them from other similar sequences
that are prevalent in large genomes. Given the size of the
genome and the crowded environment in which these search
and binding processes take place, the remarkable efficiency with
which many DBPs recognize their DNA targets presents a
major puzzle. Indeed, DBPs are capable of localizing their
cognate sites at a rate that far exceeds the 3D diffusion limit.1

To explain this phenomenon, Berg and Von-Hippel proposed
that the search process for a DNA target is facilitated through a
combination of three-dimensional (3D) diffusion in solution
and one-dimensional (1D) sliding periods in which the protein
propagates along the DNA in a random-walk fashion.2,3

Several structures obtained for proteins bound to semi-
specific DNA sequences (i.e., with partial sequence similarity to
the specific DNA target) have highlighted that nonspecific
interactions are mostly dominated by electrostatic attraction
between positively charged protein side chains and the
negatively charged DNA backbone.4−6 This notion is supported
by a greater dependence on salt concentration in nonspecific
interactions compared with specific protein−DNA com-
plexes.7,8 Accordingly, many DBPs have positively electrostati-
cally charged patches at their surface that complement the
negatively charged DNA,9,10 while negatively charged amino

acids are less common at protein−DNA interfaces.11 In
contrast to nonspecific protein−DNA association, which is
dominated by electrostatic interactions, specificity in protein−
DNA interactions is mostly achieved through the formation of
hydrogen bonds between donors and acceptors from protein
side chains and DNA bases,12 stabilized by van der Waals and
hydrophobic forces, electrostatics, and water-mediated inter-
actions between polar groups.13,14

NMR measurements of the kinetics and sliding dynamics of
the HoxD9 homeodomain on DNA showed that the protein
utilizes similar interfaces for both nonspecific and specific DNA
binding and that the positive patch on the protein surface
maintains a similar orientation with the DNA in the two
binding modes.15 In addition, measurements of the one-
dimensional diffusion coefficient (D1) of several DBPs along
DNA are consistent with a model that supports rotation-
coupled sliding along the helical path of the DNA, which
enables the protein to probe the base-pair content in the
grooves of the DNA.16,17 Molecular dynamic simulations of
several proteins with DNA also showed that the electrostatic
potential of DBPs is sufficient to orient the protein during
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sliding at the binding mode of the specific interaction, and
accurately captures the rotation-coupled sliding model.18−20

Despite considerable theoretical21−23 and experimental24−28

evidence that many DBPs may adopt 1D scanning of DNA
interspersed with dissociations into solution, many challenging
aspects of the protein−DNA recognition problem remain.29

One example is the contradictory requirement for a DBP to
bind with high stability at one specific genomic location and to
diffuse rapidly along other locations without falling into the trap
of binding at a wrong (albeit similar) site.
Experiments and theory showed that the binding energies of

proteins to different DNA sequences span a relatively large
range, and can be fitted by a Gaussian distribution with the
strongest binding energies in the order of ∼30KbT and a
standard deviation in the order of ∼5KbT.

21,30,31 Such a wide
distribution may severely impair the efficiency with which
proteins diffuse one-dimensionally by sliding along DNA, as it
suggests a highly rugged protein−DNA landscape with deep
traps. This conflict, commonly referred to as the “speed−
stability” paradox,2,21 has been discussed and debated in several
works.21,31−33 To resolve the conflicting requirements for speed
and stability, it has been proposed that DBPs utilize a two-state
model for DNA binding separated by a free-energy barrier,31

the search state, which corresponds to weak protein−DNA
binding and so enables the protein to slide efficiently, and the
recognition state, in which the protein is trapped in a high-
affinity complex with its cognate regulatory genomic site. The

two distinct binding modes, one for searching and a different
one for tight binding, were recently shown by NMR and
computational modeling for the Egr-1 zinc-finger transcription
factor.34 The two modes differ mostly in the interface the first
zinc-finger domain forms with the DNA. While the first finger is
much more dynamic than the second and third zinc-finger
domains due to the weaker interface when interacting with
nonspecific DNA in the search mode, in the recognition mode,
its interface is as tight as those fingers 2 and 3 form with the
DNA.35

Recently, we investigated the interfaces that DBPs utilize for
specific and nonspecific DNA binding (e.g., for sliding).36 Our
structural survey of a DBP data set comprising proteins
characterized by a variety of folds and functions demonstrated
that many proteins have two patches that are involved in DNA
interactions: one is characterized by a region of positive
potential that is attracted to the negatively charged DNA, and
the other is enriched with protein residues that recognize a
specific DNA sequence. We found that partial overlap between
the two patches is a widespread feature among DBPs, and we
demonstrated with molecular-dynamics simulations that
increasing the level of frustration between the two binding
modes (i.e., reducing the overlap between the binding patches)
increases the kinetic barrier to the transition from sliding to
specific binding.36

In this work, motivated by earlier theoretical discus-
sions21,31,32 and experiments,26,37 we assessed the kinetic

Figure 1. The existence of two protein−DNA binding modes may impose frustration and increase the ruggedness of the protein−DNA energy
landscape. Top: Skn-1 TFa DBP with low frustration between its specific and nonspecific binding modes. Complete overlap (100%; no
frustration) is observed between the specific residues (i.e., protein residues forming H-bonds with a specific DNA sequence; green surface) and the
nonspecific DNA binding patch (i.e., the positive electrostatic patch that complements the negatively charged DNA backbone, blue surface) on the
DBP surface. The scheme on the right illustrates the hypothesized protein−DNA energy landscape with traps corresponding to sites with partial or
complete sequence similarity to the cognate binding site of the protein. Bottom: The λ-repressor proteina DBP with only partial overlap (47%;
relatively high frustration) between its specific and nonspecific binding patches. The protein utilizes two distinct patches to slide along DNA and to
specifically bind to its cognate sequence. Consequently, the energetic landscape (right) is less rugged and the 1D diffusion is expected to be more
rapid. When the frustration is low, the arrival time to the target site (τ1) and the binding time (τ2) are similar. When conformational change is
needed due to frustration between the specific and nonspecific binding modes, the time to achieve tight binding is longer than the arrival time.
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effects of partial overlaps between the binding modes on the
kinetics of protein sliding along DNA (see Figure 1). We
hypothesized that DBPs in which the frustration between the
two binding modes is lower (i.e., greater overlap) will
experience a more rugged landscape as they slide along DNA,
and will more readily bind decoy sites in the genome (sites that
share partial or full similarity with the functional cognate site),
since they utilize similar modes in both specific and nonspecific
binding.36 In contrast, proteins characterized by a higher degree
of frustration between the DNA binding modes experience a
higher barrier in the transition to specific binding but are less
sensitive to sequence variations and so diffuse uninterruptedly
along DNA. This work provides important predictive insights
into the ability of different proteins to diffuse along DNA, and
demonstrates the functional importance of molecular frus-
tration in biomolecular associations.

■ RESULTS AND DISCUSSION
Specific and Nonspecific DNA Binding Patches

Partially Overlap: A Two-State Model for Protein−DNA
Interaction. The facilitated diffusion model for rapid searching
on DNA posits that the protein alternates between 3D diffusion
in solution and 1D excursions of sliding along DNA.2 The
ability of DBPs to interact with any DNA piece under
physiological conditions is enabled through the existence of
positively charged patches on their surface that complement the
negatively charged DNA backbone. Significant positive surface
patches are hallmarks of DBPs and display unique features in
comparison with the positive patches that are found in
protein−protein interfaces.9,10 For example, DBP patches
have a higher α-helical content, greater hydrogen-bonding
potency, and a higher degree of evolutionary conservation of
positively charged residues compared with positive patches in
protein−protein interfaces.
Recently, we explored the dual role the positively charged

patch may play in contributing to specific contact formation at
the target DNA site and in mediating an efficient protein
translocation process along the DNA.36 Our goal was to study
the similarity between the specific and nonspecific binding
modes of proteins to DNA, through an examination of their
positive electrostatic patches (which are presumably favored
during sliding) and their patches for specific binding (which
consist of a group of residues that may form hydrogen bonds
and van der Waals interactions with a specific sequence of DNA
base pairs).
Here, drawing on the database we created for our earlier

study,29 we analyzed a nonredundant data set of 125 DBPs for
which the crystal structure with the specific DNA sequence is
available.10 For each DBP, the subgroup of residues that
constitutes the patch for specific binding to DNA was defined
according to its structure. We evaluated the overlap between
the specific and nonspecific protein−DNA binding modes
using a measure called χprot. For each residue i that belongs to
the specific mode according to the crystal structure, we
calculated χi (see Methods), which may range from −1 to 1 and
which reflects the enrichment of the spatial environment
around residue i with negatively or positively charged amino
acids. For each protein, we then calculated χprot as the mean of
the χi values for the residues involved in specific DNA binding.
Clearly, a protein whose specific and nonspecific DNA patches
overlap or even share a mutual common identity (i.e., fully
correspond) will have a higher χprot value. The value of χprot is
also equivalent to the fraction of specific mode residues that

reside in the largest positive patch on the surface of the protein,
and reflects the degree of frustration between the specific and
nonspecific binding modes of a protein to DNA (i.e., a lower
value of χprot reflects greater frustration).
Figure 2 summarizes the χprot values of the entire DBP data

set (divided into seven different structural/functional groups).

For reference purposes, we also carried out the analysis on
three additional data sets: 37 RNA-binding proteins (RBPs),38

16 heterodimers in which the macromolecular protein−protein
interface is dominated by electrostatic interactions,39 and 129
homodimeric protein complexes in which the interfacial
electrostatic patches discussed above are expected to be
negligible40(see Methods for more details on the protein data
sets).
Figure 2 shows higher χprot values for DBPs than for RBPs

and protein−protein complexes, as protein interfaces for DNA
binding are, on average, more enriched with positive charges
than are interfaces for RNA and protein binding. However,
DBPs exhibit mostly moderate χprot values (ranging from
approximately 0.05 to 0.25). We find that, in many DBPs, the
observed χprot is less than the maximal χprot available from an
optimal rearrangement of the charges along the sequence. This
indicates the existence of partial frustration between specific
and nonspecific DNA binding, as many neutral and negatively
charged residues may surround the positively charged residues
that specifically bind DNA. Although examples exist for
negatively charged residues in protein−DNA interfaces,41

these surrounding residues may introduce local electrostatic
repulsion from the DNA. We provided several examples that
showed, through molecular dynamic simulations, that proteins
with lower χprot values may adopt distinct conformations in
specific and nonspecific DNA binding.36 Thus, the observation
of less than maximal patch overlap suggests an implicit conflict
within DBPs between their specific and nonspecific DNA-

Figure 2. Frustration between specific and nonspecific interfaces in
various protein complexes. The analyzed complexes include 125 DBPs
(grouped into seven categories based on their fold and function), 37
RNA-binding proteins (RBPs), and 145 protein−protein complexes
(129 homodimers, Homo, and 16 heterodimers, Hetero). The conflict
between the specific and nonspecific binding patches is evaluated by
the values of χprot, with a higher χprot indicating lower frustration
between the two DNA binding modes and a higher percentage overlap
between the two patches (see Figure 1). While the distribution of the
DBPs is shifted to higher and more positive values, many DBPs
present little overlap between their specific and nonspecific DNA
binding modes, which may create a kinetic barrier to the transition
from sliding to specific DNA-target binding.36
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binding modes, which may raise a kinetic barrier to the protein
switching from sliding along DNA to specific binding of a DNA
sequence.
Proteins with Moderate Frustration Efficiently Diffuse

along DNA. In an alphabet of four letters, a 10-bp-long target
DNA sequence will occur once per ∼106 nucleotides. Thus,
promiscuous binding sites sharing full or partial sequence
identity with a cognate target for a DBP will occur on the DNA
and may hinder the search process by trapping the protein
during its 1D movement along DNA.42 Previous theoretical
studies suggest that a two-state model for protein−DNA
interactions (i.e., two distinct protein−DNA conformations,
one for sliding and another for specific binding) is necessary to
resolve the speed−stability paradox21,32,35,43 and to overcome
the binding of decoy genomic sites. Alternatively, strong
coupling between 3D and 1D modes of search leading to
frequent binding and unbinding events of the protein from the
DNA was recently shown to maintain rapid exploration of
many DNA sites.33

Here, we studied the relationship between the specific−
nonspecific DNA binding frustration of the protein described
above and the quality of its 1D movement along DNA with
varying sequences. Specifically, we anticipated that proteins
whose specific and nonspecific patches do not overlap to any

great extent (low χprot, high frustration) and that would
therefore tend to utilize different conformations during
sliding36 versus binding to the cognate site would be less
interrupted by energetic noise caused by variation in the
sequence as they slide along DNA. In contrast, we expected
that proteins with a high degree of overlap between their
specific and nonspecific DNA binding patches (high χprot, low
frustration), and whose specific DNA binding patch therefore
constantly faces the DNA molecule while sliding, would be
more easily trapped in semispecific sites.
To test our hypothesis, we performed coarse-grained

molecular dynamics sliding simulations to assess the 1D
diffusion along DNA of proteins from the database: three
with low frustration (Skn-1, Pax, and Sap-1 with χprot > 0.2) and
another three with higher frustration (Spo0A, uracil DNA
glycosylase (UDG), and λ-repressor with χprot ∼ 0). In the
simulation model, we supplemented the electrostatic inter-
actions acting between the charged residues and any of the
DNA phosphates with an attractive potential that represented
sequence readout interactions (e.g., hydrogen bonds, van der
Waals, and hydrophobic forces) between each of the DNA
bases and each of the protein residues belonging to the specific
DNA binding patch. Interactions between the protein residues
and DNA bases were modeled by an attractive Lennard-Jones

Figure 3. Proteins with lower frustration between their nonspecific and specific binding modes are more sensitive to the details of the energy
landscape. (A) Top: Trajectories of Skn-1 with χprot = 0.47 on a nonspecific DNA strand (blue) and on DNA strands with a landscape ruggedness of
σprot‑DNA = 0.1 (green) and σprot‑DNA = 0.5 (red). The increased ruggedness of the landscape creates traps that impede protein translocation along the
axis of the DNA. Middle: Mean square displacement profiles (MSD) for 10 representative trajectories of the three strengths of ruggedness. The
decreased slope reflects the fact that the 1D diffusion coefficient for protein sliding along DNA decreases considerably with increasing σprot‑DNA.
Bottom: Histograms of total protein−DNA energies (electrostatics and van der Waals energies) for the three conditions. The average energy
decreases with increasing σprot‑DNA as the protein probes the base content during nonspecific binding. (B) Same as in part A but for uracil-DNA
glycosidase, with χprot = 0. The 1D diffusion of the protein along DNA is unaffected by the ruggedness of the landscape (σprot‑DNA). The mean
protein−DNA energy is unchanged as the specific DNA patch on the surface of the protein is segregated from the patch the protein utilizes for
sliding.
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term, where each individual pair interaction was assigned a
potential strength (εij) drawn from a Gaussian distribution. We
modified the ruggedness of the protein−DNA energy landscape
by changing the standard deviation of the distribution (σ) and
measured how the properties of the one-dimensional diffusion
along the DNA were affected (for additional details, see
Methods).
Figure 3 demonstrates the propagation of two proteins (Skn-

1, χprot = 0.47; UDG, χprot = 0) along DNA. The simulations
include electrostatic interactions between the charged residues
and phosphate beads alone and in combination with some or
many specific protein interactions with DNA bases (specific
DNA interactions, modeled by increasing values of σ). In the
presence of only nonspecific DNA interactions, the two
proteins cover relatively large segments of the DNA (Figure
3A and B, blue line). As specific interactions are randomly
introduced between the specific patch residues of Skn-1 and
DNA bases (drawn from a Gaussian distribution with ⟨εij⟩ = 0.5
and σ = 0.1), the protein is biased to specific locations along the
DNA and covers a much lower fraction of DNA by 1D
scanning (Figure 3A, green line). As the distribution of the
energetics of specific interactions further broadens (σ = 0.5),
Skn-1 ceases to propagate one-dimensionally along DNA
because it is trapped in a single location by the rugged energy
landscape (Figure 3A, red line). In contrast to Skn-1, which has
relatively low frustration between its two DNA binding modes,
UDG is much more frustrated, with little overlap between its
specific and nonspecific patches for DNA binding. As it moves
one-dimensionally along DNA, UDG interacts with the DNA
through an electrostatic patch segregated from its specific
DNA-recognition patch. Consequently, UDG is much less
sensitive to sequence variations (i.e., to specific interactions
with DNA bases, which increase with increasing σ) in
comparison with Skn-1, and the quality of its DNA scanning
is unaffected (Figure 3B). The effects of landscape noise (σ) on
the 1D diffusion coefficient can be inferred from Figure 3
(middle), which show the mean square displacement (MSD)
profiles of the two proteins along the DNA axis. While the
slopes of the profiles for Skn-1 are significantly lower in a noisy
environment (σ = 0.1, 0.5) than the profiles with nonspecific
DNA, they remain similar in all three environments for UDG.
Moreover, the protein−DNA energies sampled throughout the
1D scan along DNA (the sum of the specific and nonspecific
electrostatic energies) decrease for Skn-1 as the noise increases
but remain unchanged for UDG because its “sticky” patch for
specific DNA recognition is entirely uninvolved in the
nonspecific DNA interactions that predominate during sliding
(Figure 3, bottom).
The observations for Skn-1 and UDG imply that proteins

with low frustration experience a rugged landscape for sliding
along DNA that reduces their 1D diffusion coefficient.44 Figure
4 demonstrates, using proteins with varying degrees of
frustration, how the ruggedness (σ) of the free energy
landscape in which the sliding takes place may reduce 1D
diffusion by trapping the protein at randomly positioned sites
on the DNA that resemble its cognate binding site. For each
sliding event of a protein along DNA (defined as a 1D
excursion that may involve sliding and short-range hopping),
we use a measure, dz,

19 that is the distance between the minimal
and maximal positions on the DNA axis scanned by the protein
during the sliding event (see Methods). A protein whose 1D
diffusion along DNA is hindered by traps at some sites on the
DNA because of increasing ruggedness or noise (σ > 0) is

expected to have a lower dz value compared with that measured
when noise is minimal (σ = 0). By contrast, proteins that are
able to maintain similar 1D random walk behavior in all energy
landscapes are expected to exhibit the same dz value in both
more and less rugged environments. Figure 4 shows the ratio
between the averages of dz for a rugged DNA (⟨dz⟩σ) and for a
smooth DNA (⟨dz⟩σ=0). For proteins with substantial overlap
between their specific and nonspecific DNA binding patches
(low frustration, high χprot), such as Skn-1, SAP-1, and a subunit
of the homeodomain of the Drosophila paired protein (pax), dz
significantly decreases as the noise in the energetic landscape of
the specific protein−DNA interaction increases. The 1D
diffusion along DNA of proteins with high frustration between
their specific and nonspecific binding modes (low χprot), such as
the effector domain of Spo0A, UDG, and a subunit from the λ-
repressor, is less affected by noise in the energy landscape.

Weak Frustration Imposes a Kinetic Barrier in the
Transition from Nonspecific to Specific DNA Binding.
Partial overlap between a surface patch that is favored during
protein sliding on DNA (i.e., nonspecific binding) and another
that is mostly activated upon specific sequence binding (Figure
2) might imply the existence of conformational differences
between the two DNA binding modes.5,6,36,45 In that case,
recognition of a cognate DNA sequence by a protein
undertaking 1D sliding might become nontrivial46,47 and
might result in a delay between target localization and target
binding, which would further complicate the kinetic challenge
in protein−DNA recognition.2

Using coarse-grained molecular-dynamics simulations, we
evaluated the effects of the overlap between specific and
nonspecific DNA binding modes on the kinetics of transition
between the two modes.36 We designed an in silico library of

Figure 4. Trapping of proteins with varying degrees of frustration
(χprot; defined on a color scale at the right of the graph) during sliding
along DNA. The propensity for a protein to be trapped at certain
positions on DNA is evaluated as the log ratio of the average dz(σi)
under a given condition to the average dzσ=0 calculated for protein
sliding along a DNA segment with minimal ruggedness. Proteins with
a large overlap between their specific and nonspecific binding patches
(higher χprot, less frustration) utilize similar interfaces for both sliding
and specific DNA binding. Consequently, they tend to get trapped as
they move one-dimensionally along DNA more often and for longer
than do proteins with less overlap (lower χprot, greater frustration).
The studied proteins are Skn-1 (1SKN), Pax (1FJL), sap-1 (1BC8),
Spo0A (1LQ1), λ-repressor (1LMB), and uracil-DNA glycosylase
(1EMH).
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150 variants of the recognition helix of MAD (composed of 26
residues) from the heterodimer MAD-MAX, in which we
modified the amount and positioning of positively and
negatively charged residues along the sequence while
maintaining the protein−DNA specific contact map without
modification (Figure 5). Each peptide in the library has

effectively a different degree of overlap between its specific
mode residues and its charged residues, and the library is
designed such that the peptides span χprot values in the range
0−1. We then studied the binding kinetics in the peptides by
individually simulating each protein with a 100 bp dsDNA that
contains a binding site for the helix in the middle. The times for
two events were then measured for each of the peptides. The
first was the time elapsed from the start of the search until the
protein localized the target site location (τ1), and the second
was the time elapsed from the start of the search until specific
protein binding was achieved (τ2) (defined as the formation of
>75% of the specific protein−DNA contacts in the middle of
the DNA).
The in silico model of the wild-type peptide (both in terms of

the number of charges and their positioning on the 26-residue
helix) displays a moderate degree of frustration between the
two modes (χprot ∼ 0.1) and, on average, a marked time gap
between target site localization and binding (i.e., τ2 > τ1).

36

Owing to the limited overlap between the positively charged
residues that interact with the DNA as the protein slides along
it and the residues forming specific DNA contacts, the
orientation of the helix during sliding is not fully compatible
with the orientation it adopts during specific binding.
Consequently, the protein is observed to overshoot its target
several times, or bind it weakly (protein-contact formation
≪75%) and dissociate for additional sliding periods. Never-
theless, specific binding is finally achieved as the helix may
stochastically sample the appropriate orientation for specific
binding, in accordance with previous theory.31

As the overlap between the modes becomes more complete
(i.e., as χprot increases), the time elapsed from locating the target
to fully binding it reduces to zero (τ2 ∼ τ1) and the kinetics of
binding becomes a direct, first-passage problem (Figure 5). A
greater amount of overlap between the positively charged
residues and the specific mode residues (i.e., lower frustration)
reduces competition between the two patches for DNA binding
during protein sliding versus specific binding and makes the
specific and nonspecific binding mode conformations more
compatible with one another.36 Presumably, greater overlap
between the two modes also facilitates the stochastic transition
between them. Consequently, the protein performs sliding
while its specific mode residues are in closer contact with the

Figure 5. The relationship between the degree of frustration and
search kinetics. The search kinetics is quantified by the first passage
times for target localization (τ1) and target binding (τ2) calculated
from simulations of in silico designed peptides. The larger time gap
(τ2−τ1) for peptides with higher frustration (i.e., lower χprot) indicates
the existence of a transition time during which the protein switches
from nonspecific to specific binding. The search kinetics was studied
for various variants of recognition helix of the bHLHZip heterodimer
MAD-MAX. In all of these cases, ruggedness of the energy landscape
of the DNA is zero (i.e., σ = 0). The degree of frustration between the
residues that participate in specific and nonspecific binding is
illustrated for some peptide variants. The specific DNA binding
patch is unaltered, while the nonspecific patch is modified. Residues
forming specific binding contact with DNA are represented in green
by a stick representation. Negatively charged residues are shown in
red, while positively charged residues are shown in blue.

Figure 6. Interplay between frustration and ruggedness and their effect on search kinetics. The kinetics of the search is studied for two proteins: Skn-
1, with χprot = 0.47 (A) and uracil-DNA glycosidase, with χprot = 0 (B). The search kinetics is quantified by two time ratios: τ1(σ)/τ1(σ=0) and τ2(σ)/
τ1(σ). The former indicates the time to arrive at the target site when searching rugged DNA (the degree of ruggedness is dictated by σ) normalized
by the arrival time for smooth DNA. The latter is the ratio between the time needed to form a specific complex and the time needed to arrive for
each value of σ.
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DNA and may directly transfer from sliding to specific binding
at its first encounter with a cognate DNA sequence.
Weak Frustration Might Resolve the Speed-Stability

Paradox. The degree of frustration in DBPs affects both the
1D diffusion on DNA (Figures 3 and 4) and the rate of
achieving specific binding (Figure 5). While the degree of
ruggedness of the DNA is expected to severely affect the sliding
dynamics, it is expected to have only a minor effect on the rate
of forming the specific binding at the target site. We therefore
studied the times for arriving and recognizing the target site (τ1
and τ2, respectively), for two proteins with low and high
degrees of frustration when searching DNA sequences of
different degrees of ruggedness. For a simple comparison
between the two proteins, we normalized τ1 by τ1 when sliding
on a smooth DNA molecule (i.e., σ = 0) and τ2 by τ1 obtained
for the same value of σ. If τ1(σ)/τ1(σ=0) equals 1, the sliding of
the DBP is not affected at all by the ruggedness. As this ratio
increases, the DBP is more trapped in local minima. If τ2(σ)/
τ1(σ) equals 1, the DBP recognizes the binding site
immediately when it arrives to the site. A ratio larger than 1
indicates the incorporation of a conformational transition.
Figure 6 shows that, for a DBP with low frustration, the

search time to find the target site, τ1, increases together with the
increase in ruggedness. For a DBP with high frustration, the
ruggedness has a minor effect as the protein is less sensitive to
local minima in the protein−DNA energy landscape. An
opposite effect is observed for the time needed to achieve
specific binding at the target site. When frustration is low,
recognition occurs immediately after the DBP arrives at the
binding site, for any degree of ruggedness. However, when
frustration is high, recognition is delayed due to the need to
switch from the nonspecific binding mode to the specific
binding mode.

■ CONCLUSIONS AND IMPLICATIONS
The mechanism of facilitated diffusion provides a physical
framework for the rapid search of a protein for its target site on
the DNA molecule that includes many potential binding sites.
The intrinsic complexity of the search performed by DBPs can
be even further increased by various in vivo factors.48,49 In this
article, we discuss two additional aspects for the DNA search
mechanism. First, we argue that the process of target site
localization is not always reduced to simply finding the correct
site because it may require in addition formation of the unique
interface between the DBP and the DNA. Accordingly, we
suggest that the arrival time at the target site and the
recognition time are not necessarily identical. The implication
of the decoupling between the arrival and recognition time
scales is that not all localization of the target site may end up
with productive binding. Recent observation of the lac-
repressor in living cells shows that the protein slides several
times over its functional operator LacO1 before binding.46

Second, the search time is not only affected by the number of
sites that have to be scanned (i.e., the length of the DNA and
its structure) but also by the ruggedness of the protein−DNA
landscape for the search. Some sites may act as traps that slow
down the search.
The lag time between localizing the target site and the time it

takes to form the specific complex together with the idea that
search might take place on a rugged landscape may both
contribute to a reduced search speed. In this study, we show
that these two aspects of DNA search complexity are related to
each other and can be modulated by the molecular properties

of the proteins that perform the search. Several experiments
suggest that nonspecific and specific protein−DNA binding
modes may share similar structural properties,15 while others
highlight discrepancies between the two modes in either the
orientation of the protein to the DNA5,45,50 or the
conformations the molecules adopt.6,51 We show that the
existence of two modes of interaction with the DNA controls
the sliding on rugged DNA and lag time between arriving and
binding the site.
Our structural survey indicates that DBPs display a wide

range of overlaps between their positive electrostatic patch and
the patch involved in specific DNA sequence readout.36 We
argue that, as the overlap between the specific and nonspecific
DNA binding modes of a DBP decreases (high frustration; a
lower value of χprot), the ease with which the protein can
navigate through the noisy DNA landscape increases.
Consequently, the protein is able to reach its DNA target
relatively quickly without becoming trapped at decoy sites. We
showed that while the frustration smoothens the landscape for
sliding it induces a greater conformational difference between
the sliding mode and specific complex with a cognate DNA
sequence. Under such conditions, the transition from 1D DNA
scanning to specific binding at a target site may require that the
protein undergo a conformational switch or change in
orientation relative to the DNA via crossing a free energy
barrier. However, proteins with low frustration will switch from
sliding to specific binding faster, but they may be less selective
toward binding at semispecific sites and their 1D diffusion is
significantly slower or nonexistent in extremely rugged energy
landscapes.
Evidence for the existence of two modes of interaction with

DNA can be found in several structural and spectroscopic
studies,5,6,34 computer simulations,45,52 as well as several
theoretical studies that indicate the necessity of a two-state
protein−DNA binding model for efficient 1D motion by the
protein along DNA.9,31,32 We quantified the effect of the
overlap between the two-binding modes (i.e., specific and
nonspecific patches) on search kinetics through simulations
involving a library of in silico designed variants of a DNA
recognition helix36 and a set of natural DBPs with different
values of χprot. We showed that greater frustration between the
two DNA binding modes results in (1) a smoother landscape
for sliding and consequently faster 1D diffusion and (2) a time
lag emerging between target localization and target binding. In
contrast, low frustration between the specific and nonspecific
binding modes results in a sluggish sliding and a rapid transition
from sliding to specific binding in what can be envisioned as a
“lock-and-key” mechanism. An example for such multistate
kinetics of DNA sequence recognition has been described
earlier for the C-terminal domain of the papillomavirus E2
protein with its target DNA sequence.47 We propose here that
one consequence of low overlap between the two DNA binding
modes is some degree of “plasticity” at the protein−DNA
interface, in what could be considered an “induced fit”
mechanism. Such “plasticity” comes into play in the form of
either DNA bending and/or protein conformational changes
that are common in many specific protein−DNA complexes,
and which aim to maximize the formation of stabilizing
interactions at the interface and so facilitate the switch to
specific binding.
Our study serves as another example of the important role of

frustration in biomolecular systems.53−55 Wolynes and his co-
workers have shown for various protein systems that on the one
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hand frustration should be minimized (e.g., to allow an efficient
folding) but on the other hand nonzero frustration is essential
for function (e.g., allostery and conformational transition).56−61

The analysis of the rates of sliding and of binding specifically on
smooth or rugged DNA molecules shows the importance of
frustration of DBPs in preventing slow kinetics. DBPs with low
frustration may experience a very sluggish dynamics due to
trapping in local minima. DBPs with high frustration may
experience a slow transition rate. In line with previous
theory,21,31,32 we propose that a moderate degree of frustration
may compromise between these two factors and result in a fast
binding rate. Nonetheless, one may hypothesize that DBPs may
exhibit different degrees of frustration that may affect the speed
of the search in different ways to support the function of each
protein. For example, DBPs with a higher degree of frustration
might be linked with cases in which fast DNA is not essential
and “wasteful” commitments to promiscuous genomic sites is
not a severe limitation. In these cases, finding the target site will
follow very fast binding. We suggest that the degree of
frustration in DBPs has to be quantified and analyzed to better
understand their biophysics and function in the cell.

■ METHODS
Protein Data Sets. We utilized a nonredundant data set10

of 125 DBPs (<35% pairwise sequence identity) cocrystallized
with their specific DNA sequence at a resolution of <3 Å to
study the frustration between specific and nonspecific DNA
binding.36 The electrostatic properties observed in DBPs were
compared with those of RNA binding proteins and protein
dimers. We used a nonredundant data set of 37 RNA-binding
proteins (RBPs).38 Protein−protein complexes were repre-
sented by homo- and heterodimeric proteins. A data set of 129
homodimeric protein chains40 was analyzed as a reference data
set, since homodimers are not expected to have significant
patches of positively charged electrostatic potential. To
complement the analysis of protein−protein complexes, we
analyzed 16 heterodimeric proteins with high electrostatic free
energies for binding (less than −5 kcal/mol).39 A cutoff
criterion of a 4 Å intermolecular distance between the heavy
atoms of a protein residue and any heavy atom from its
neighboring interacting macromolecule (i.e., a residue or base
from another protein chain, DNA, or RNA) was used to define
the interfaces.
Calculation of Specific and Nonspecific Patch Overlap

and Frustration (χprot). For each protein in the data set, we
calculated χi according to

χ =
∑ −

∑ −
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where j′ denotes all the residues whose Cα atom is closer than a
cutoff distance of rc = 10 Å to the Cα atom of residue i. The
value ′qj is a point charge of 1, −1, or 0, ′rij is the Cα−Cα

distance between residues i and j′, and a = 2 is an exponential
decay constant. A χi value approaching 1 is therefore expected
for residues that are fully surrounded by positively charged
residues. The value of χprot is the mean of the χi values for
protein residues that belong to the interface used for specific
binding to the DNA.36

To complement the χprot measure, we also calculated the
overlap between the patch for specific binding and the

positively charged patch for each DBP in the data set. We
used the PatchFinder9 package and Poisson−Boltzmann
calculations to identify the largest positive patch in each
protein. The overlap between the specific and nonspecific DNA
binding patch was then calculated as the fraction of residues
that belong to both the specific patch (according to the crystal
structure of the specific protein−DNA complex) and the largest
positive patch.

Coarse-Grained Molecular Dynamic Simulation
Model. In this work, we sought to investigate the relatively
long biological time scales of protein−DNA recognition
dynamics, a task which is still computationally challenging for
most atomistic simulation packages.62 We therefore employed a
coarse grained approach and simulated the dynamics of the
system with the Langevin equation. We modeled dsDNA (in
most cases 100 bp long) with three beads per nucleotide,
representing the sugar, phosphate, and base. Each bead was
positioned at the geometric center of the group it represented.
The DNA was held static throughout the simulations and was
aligned with and centered on the Z-axis. The protein was
represented by a single bead for each residue located at the Cα

of that residue, and was simulated by a native topology-based
model that excludes nonnative interactions.18,19 This model,
which eliminates degrees of freedom for the system and
compromises on the level of detail, has been successfully
employed in previous works to structurally characterize protein
sliding along DNA,18,19 the enhancement of Arc-repressor
dimerization by DNA,63 and tail mediated intersegmental
transfers by proteins between adjacent DNA molecules.64

We represented native interactions (in the protein and
between the protein and DNA at the specific binding site only)
in our model by the Lennard-Jones potential (with ε = 1) and
non-native interactions by a hard-sphere repulsion term (C/
ri,j)

12, where C = 4 Å for a Cα to Cα collision and C = 5.7 Å for a
Cα to DNAbead collision.18,19 Our model is supplemented
with intraprotein and protein−DNA nonspecific electrostatic
interactions. The positively charged residues of the protein
(Lys, Arg) were assigned a point charge of +1, and the
negatively charged residues (Asp, Glu) as well as the phosphate
beads of the DNA backbone were assigned a negative charge of
−1. The electrostatic potential between charged beads qi and qj
was modeled by the Debye−Hückel interaction, which
accounts for the ionic strength of a solute immersed in
aqueous solution. A relatively low ionic strength of Cs = 0.01 M
was used in our simulations, to focus on one-dimensional
movements of protein on DNA.

Simulations with DNA Sequence Disorder. To account
for variations in DNA sequence and how this may affect the
landscape for 1D movement by proteins with distinct
properties, we simulated several proteins characterized by
varying degrees of frustration between their binding patches on
a 100 bp dsDNA. We defined native-like interactions between
each of the protein residues belonging to the specific DNA
binding patch and each DNA bead representing a DNA base.
For each such interaction pair within the total nsp·b interactions
(where nsp is the number of residues forming specific contacts
with DNA according to the crystal structure and b is the
number of beads representing DNA bases), we assigned a value
for εij in the Lennard-Jones potential term. We drew the εij
values from a Gaussian distribution (F(ε) = (1/(2πσ2)1/2)
exp[−((ε − εns)

2/2σ2)]) with mean ⟨εij⟩ = 0.5 and a standard
deviation (σ ≡ σprot‑DNA) of 0, 0.05, 0.1, 0.25, 0.5, or 0.75.
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Analysis of 1D Excursions of Protein along DNA. A
rugged energy landscape will reduce the 1D diffusion coefficient
for protein movement along DNA. Since, in the simulations of
the protein on extremely rugged landscapes, we observed 1D
diffusions of the protein along DNA that deviated from random
behavior, we employed an alternative measure (dz) to calculate
how ruggedness affected sliding19 rather than directly
calculating the diffusion coefficients from the mean square
displacement profiles.18 The alternative measure, dz, is the
distance between the maximal and minimal positions on the Z-
axis visited by the protein during the sliding event (see the
illustration in Figure 5). A protein that is trapped in a minimum
during DNA sampling will have a lower average dz/τ1D (where
τ1D is the duration of a single 1D excursion). In contrast,
proteins maintaining their random walk behavior despite an
increase in the ruggedness of the landscape will show no
decrease in their average dz/τ1D value.
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