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ABSTRACT

The poleward propagation of midlatitude storms is studied using a potential vorticity (PV) tendency

analysis of cyclone-tracking composites, in an idealized zonally symmetric moist GCM.A detailed PV budget

reveals the important role of the upper-level PV and diabatic heating associated with latent heat release.

During the growth stage, the classic picture of baroclinic instability emerges, with an upper-level PV to the

west of a low-level PV associated with the cyclone. This configuration not only promotes intensification, but

also a poleward tendency that results from the nonlinear advection of the low-level anomaly by the upper-

level PV. The separate contributions of the upper- and lower-level PV as well as the surface temperature

anomaly are analyzed using a piecewise PV inversion, which shows the importance of the upper-level PV

anomaly in advecting the cyclone poleward. The PV analysis also emphasizes the crucial role played by latent

heat release in the poleward motion of the cyclone. The latent heat release tends to maximize on the

northeastern side of cyclones, where the warm and moist air ascends. A positive PV tendency results at lower

levels, propagating the anomaly eastward and poleward. It is also shown here that stronger cyclones have

stronger latent heat release and poleward advection, hence, larger poleward propagation. Time development

of the cyclone composites shows that the poleward propagation increases during the growth stage of the

cyclone, as both processes intensify. However, during the decay stage, the vertical alignment of the upper and

lower PV anomalies implies that these processes no longer contribute to a poleward tendency.

1. Introduction

The midlatitude atmosphere is dominated by large-

scale transient eddies that are an important part of the

global circulation; they reduce the equator-to-pole tem-

perature difference by transferring heat and moisture

poleward, and are responsible for much of the day-to-day

weather variability in the extratropics (e.g., Peixoto and

Oort 1992; Vallis 2006). These propagating high and low

pressure weather systems have preferred regions of gen-

eration, and also followpreferred geographical paths, thus

historically named ‘‘storm tracks’’ (Chang et al. 2002).

The storm tracks are traditionally defined in either

one of the following ways: using an Eulerian approach,

as regions of enhanced transient eddy kinetic energy

(EKE), obtained using a bandpass time filter with a

typical 3–10-day period (e.g., Blackmon et al. 1977); or

alternatively, using an ensemble of Lagrangian feature

tracking of the storms. The latter identifies the storms,

tracks them Lagrangially and then analyzes their sta-

tistical distributions (e.g., Hoskins and Hodges 2002).

The feature-tracking technique also gives information

about what type of systems, cyclones or anticyclones,

compose the statistics of the eddy activity and is there-

fore adopted for the current study.

The two main storm tracks on Earth in the Northern

Hemisphere (NH) are localized over the Atlantic and

Pacific Oceans. These regions are characterized by

strong jets close to the western sides of the ocean basins,

and a corresponding downstreammaxima in EKE that is

tilted poleward (Fig. 1). The poleward deflection has

been attributed to local asymmetries such as land–sea

contrasts and orography, which give rise to a stationary

feature (e.g., Hoskins and Karoly 1981; Held 1983; Held

and Ting 1990; Inatsu et al. 2002; Broccoli and Manabe

1992; Brayshaw et al. 2008, 2009; Kaspi and Schneider

2013). The role of transient eddies in these localized

storm tracks and their feedback with the mean flow has

been the subject of many studies, and is known to have an
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important influence in shaping the time mean circulation

(e.g., Hoskins et al. 1983; Trenberth 1986; Hoskins and

Valdes 1990; Orlanski 1998; Cai et al. 2007; Rivière 2009;

Novak et al. 2015). Specifically, as was diagnosed in ob-

servations by Orlanski (1998), transient eddies play an

important role in maintaining the poleward tilt of the lo-

calized storm tracks in the NH. In the Southern Hemi-

sphere (SH), a single storm track exists that ismore zonally

symmetric, due to the lack of longitudinal asymmetries

(Trenberth 1991; Nakamura and Shimpo 2004). However,

poleward propagation of zonal mean flow anomalies is

known to occur in both NH and SH (e.g., Riehl et al. 1950;

James et al. 1994; Feldstein 1998; Hoskins and Hodges

2005; Lee et al. 2007; Robinson 2000).

Understanding the tracks of cyclones and anticyclones

are of particular interest for the study of climate dy-

namics, owing to their obvious importance for weather

prediction. Observational studies have shown that while

cyclones tend to move on average toward the northeast

direction, anticyclones exhibit a slight equatorward path

and move on average to the southeast (e.g., Petterssen

1956; Macdonald 1967; Klein 1957; Zishka and Smith

1980; Wallace et al.1988; Blender et al. 1997; Mendes

and Mendes 2004). It was also shown that cyclones form

and intensify in midlatitudes and decay at higher lati-

tudes (Hoskins and Hodges 2005; Sinclair 1997), thus

implying poleward propagation. The poleward tendency

of cyclones also appeared clearly in studies of specific

storms (e.g., Wernli et al. 2002; Rivière et al. 2012), as

well as in idealized nonlinear numerical simulations

(e.g., Simmons and Hoskins 1978; Davies and Bishop

1994; Schär and Wernli 1993). In addition, it is known

that storms often tend to move poleward relative to the

jet axis (e.g., Palmen and Newton 1969).

It was recently suggested that the beta-drift mecha-

nism can be generalized to explain the poleward ten-

dency of midlatitude cyclones (Gilet et al. 2009; Oruba

et al. 2013; Coronel et al. 2015). In fact, it was already

noted by Rossby (1948) that barotropic cyclones (anti-

cyclones) shouldmove poleward (equatorward) due to a

‘‘beta induced’’ nonlinear meridional force. The beta

drift was mainly discussed in a barotropic context of

oceanic vortices (e.g., McWilliams and Flierl 1979), and

used to explain the polewardmotion of tropical cyclones

(e.g., Wu and Emanuel 1993; Holland 1983; Wang and

Holland 1996a,b). The poleward motion of midlatitude

cyclones was studied by Oruba et al. (2012) and Oruba

et al. (2013), who demonstrated the role of upper-level

advection in an idealized barotropic and baroclinic

quasigeostrophic (QG) two-layer models. Rivière et al.

(2012) performed a real case study of a specific storm,

and showed how its poleward drift is intensified if the

vertically integrated PV gradient is artificially in-

tensified. Recently, Coronel et al. (2015) examined the

influence of the upper-level PV and moist processes in

the motion of idealized surface cyclones. They per-

formed dry and moist simulations initialized with a low-

level PV perturbation and a background zonal jet, with

or without an upper-level PV perturbation to its west,

and showed how the poleward motion of the low-level

PV is enhanced when the upper-level PV and moisture

are included.

In this study, we investigate the poleward tendency of

cyclones by tracking midlatitude transient eddies in an

idealized GCM. The idealized configuration is chosen

here for several reasons. First, it allows for long-term

statistics to be accumulated. Second, the idealized

aquaplanet configuration allows us to simplify the sys-

tem and rule out processes associated with zonal asym-

metries, such as land–sea contrasts. This eliminates

stationary waves and demonstrates that the poleward

propagation of cyclones can also be achieved without

them. The idealized setup, therefore, resembles the SH

storm tracks more, since it is zonally symmetric. How-

ever, the basic mechanism described here may also ex-

plain the poleward tilt of localized storm tracks such as

the Pacific and Atlantic NH storm tracks. When zonal

asymmetries are present, baroclinicity and associated

cyclogenesis are enhanced (e.g., Kaspi and Schneider

2011, 2013), but we speculate that the basic mechanism

for poleward propagation is essentially the same. A

forthcoming paper will explore idealized GCM experi-

ments that include a localized zonal asymmetry, and will

investigate this issue in more detail.

The poleward tendency of cyclones is studied by

performing a detailed PV tendency analysis of cyclone

composites. The composite allows studying the actual

FIG. 1. Vertically integrated EKE (MJm22), based on NCEP

reanalysis data and calculated using a 3–10-day bandpass filter,

averaged over the years 1970–2015 during the NH winter

[December–February (DJF)]. NCEP-2 data were provided by the

NOAA/OAR/ESRL PSD (http://www.esrl.noaa.gov/psd/).
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tendency of the storms throughout their life cycle and

tracks, thus to investigate the basic mechanism for pole-

ward propagation. This is as opposed to studying the storm

tracks from a statistical perspective, using the time-mean

balance at equilibrium, which does not give a complete

understanding of how such a balance is achieved.

The advantage of using the PV framework is that it

allows us to include and easily interpret the role of

diabatic heating (e.g., Davis 1992; Davis et al. 1993;

Stoelinga 1996; Lackmann 2002; Posselt and Martin

2004; Ahmadi-Givi et al. 2004). Understanding the in-

fluence of latent heat release (LHR) on cyclone dy-

namics at the individual storm scale has been gaining

interest in recent years, due to the expected increase in

water vapor content with climate change (Pfahl et al.

2015; Marciano et al. 2015). It is known that diabatic

warming often tends to produce a positive PV tendency

at lower levels, thus to amplify the PV anomaly associ-

ated with the low-level cyclone (e.g., Davis et al. 1993;

Ahmadi-Givi et al. 2004). This is especially crucial for

type-C cyclogenesis described by Plant et al. (2003), in

which the intensification of the surface cyclone is dom-

inated by LHR and can occur even in the absence of a

strong temperature gradient. The PV tendency analysis

shown here emphasizes the importance of LHR also in

propagating the PV anomaly toward the northeast

direction.

A straightforward implication of the PV perspective is

to employ piecewise PV inversion (Davis and Emanuel

1991; Davis 1992). The piecewise PV inversion allows

decomposing the flow field at low levels into its induced

velocities from the upper-level PV perturbation, the

lower-level PV perturbation, and the surface tempera-

ture anomaly. The contribution of each one of them to

the advection of the cyclone is studied separately, which

reveals the importance of the upper-level PV in ad-

vecting the cyclone poleward.

The paper is organized as follows. In section 2 we

give a brief description of the idealized GCM and the

tracking algorithm. In section 3, tracking results for the

propagation of cyclones and anticyclones are presented.

In section 4, composite analysis of low-level cyclones is

shown, illustrating some of the fundamental character-

istics of cyclones that are relevant for the poleward

motion. Section 5 presents the contribution of the hor-

izontal advection terms to the PV tendency, and piece-

wise PV inversion is performed and discussed. Section 6

concentrates on the PV tendency from the diabatic

terms. The mechanisms responsible for the poleward

propagation are discussed in each case. In addition, we

present the time development of the cyclone composites

in section 7, and how it varies with intensity in section 8.

The summary and conclusions are given in section 9.

2. Numerical methods

a. Idealized GCM

The idealized GCM is based on the GFDL Flexible

Modeling System (FMS), which solves the three-

dimensional primitive equations of an ideal-gas atmo-

sphere in spherical coordinates. The equations are

solved using a standard spectral dynamical core and a

finite-difference time integration. We use a resolution

with spectral triangular truncation of T85, which corre-

sponds to a horizontal grid resolution of 1.48 3 1.48, and
30 vertical sigma levels. The model includes a simplified

representation for water vapor and a simplified radia-

tion scheme (Frierson et al. 2006). The model has no

continents or topography, it is an aquaplanet (ocean

covered) Earth in which the lower boundary is a uniform

slab ocean with a specified heat capacity and an energy-

conserving balance. The boundary layer surface tem-

peratures are not prescribed in this model, but rather

are a response to changes in surface fluxes of radiative

energy, latent heat, and sensible heat. Radiation is rep-

resented by a standard two-stream radiation scheme, in

which longwave and shortwave optical depths depend

only on latitude and pressure (Held 1982). In this ide-

alized simulation, we use a top-of-the-atmosphere solar

insolation of perpetual equinox. Moist convection re-

laxes temperature profiles toward a moist adiabat, and a

large-scale condensation scheme removes condensed

water vapor from the atmosphere when the specific

humidity exceeds saturation in a grid point (Frierson

et al. 2006). Hence, water vapor is only removed from

the atmosphere by precipitation. The idealized model

does not include clouds, continents, ice, and chemical

processes. However, it still obtains to leading order a

similar climate to that observed on Earth. The model is

first run for a spinup time of 2000 days until it reaches

statistical equilibrium, and only then the fields are used

for further analysis.

b. Storm-tracking algorithm

In this study, we use a feature-point tracking tech-

nique to study extratropical cyclones, which is often

used to produce spatial diagnostics for their statistics

(e.g., Sinclair 1994; Hodges 1995; Hodges et al. 2003;

Hoskins and Hodges 2002, 2005). The tracking algo-

rithm used here is that developed by Hodges (1995) and

Hodges (1999), which performs the tracking on the unit

sphere. The storms are identified by a maximum or

minimum in the pressure field, and followed using the

model output every 6 h. To avoid noise, the fields are

first reduced to a T42 Gaussian grid, and the spectral

coefficients have a tapering filter applied to reduce any

Gibbs noise (Sardeshmukh and Hoskins 1984). The
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tracks are found using a nearest-neighbor approach and

minimizing a cost function for the ensemble track

smoothness. The background field (spatial wavenumber

smaller than five) is removed before the tracking, in

order to isolate the synoptic spatial scale variability.

Only mobile storms that last for more than 2 days and

move more than 1000km are kept for the analysis. The

tracking results are then used to construct composites of

all midlatitude cyclones, as will be explained in detail in

section 4, which are used to perform the PV tendency

analysis presented in sections 4–8.

3. Tracking results

We perform the tracking on an aquaplanet configura-

tion of the GCM with no zonal asymmetries, accumu-

lating separate statistics for cyclones and anticyclones.

The dynamics studied here, therefore, resemble better

those of the SH on Earth, which are characterized by a

more zonally symmetric storm track compared to the

localized storm tracks in the NH (Fig. 1). A snapshot

from the simulation is shown in Fig. 2, with pressure zonal

anomalies at 780hPa (colors) and geopotential height at

300hPa (black contours). Also plotted are the low-level

pressure centers (white dots), identified by the tracking

algorithm. It is evident that the tracking works well in

capturing the low-level pressure centers of the main

features. The algorithm then follows the center of each

pressure anomaly, and statistics for their tracks are col-

lected for further analysis.

The actual tracks of approximately 1000 pressure

systems at 780hPa, which first appeared between lati-

tudes 208 and 608 in the NH, are shown for cyclones and

anticyclones (Figs. 3a and 3c, respectively), where colors

indicate the intensity of the systems (in units of hPa).

The level of 780 hPa is chosen here as representing the

average of the lower layers. In Figs. 3b,d all the tracks

are translated to start from the origin, and the black

FIG. 2. A snapshot from the simulation. Shown are geopotential

height at 300 hPa (black contours) and pressure zonal anomalies at

780 hPa (color bar; hPa).White dots are the low pressure centers as

identified by the tracking algorithm.

FIG. 3. Tracks for lower-level (780 hPa) (a),(b) cyclones and (c),(d) anticyclones, with color indicating the in-

tensity of the system (hPa). In (b),(d), the tracks are translated to a common starting point and black arrows show

the averaged track.
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arrow points toward the averaged final position. Al-

though these simulations are zonally symmetric, there

is a latitudinal drift during the path of each storm. The

benefit of plotting the actual tracks instead of the time

mean or zonally averaged track density is that the

poleward propagation can be clearly seen. Low-level

cyclones tend to propagate mainly poleward, whereas

anticyclones exhibit both equatorward and poleward

tracks. There is an indication that cyclones intensify as

they travel poleward, and that stronger cyclones also

propagate more poleward. Anticyclones, which are

generally much weaker than cyclones, also seem to in-

tensify as they travel, but do not exhibit a clear lat-

itudinal bias for stronger intensities.

The averaged track (black arrow in Figs. 3b,d) shows

that the average cyclone drifts 7.98 in latitude poleward

and 29.98 in longitude eastward, while the averaged

anticyclone has a small equatorward drift of 21.98 in
latitude and 28.28 in longitude eastward. For cyclones at

midlatitudes, this corresponds roughly to a deflection of

1300km poleward, as they travel 3500km eastward

(assuming an averaged latitude of 458). Note that these

averages take into account all storms identified at mid-

latitudes, regardless of their size, intensity, or any other

dynamical difference between them. Hence, there is a

large spread in the tracks shown in Figs. 3b,d. None-

theless, the cyclones in our simulation clearly tend to

propagate more poleward than anticyclones. This is in

agreement with observational studies (e.g., Macdonald

1967; Storari andMacDonald 1973; Blender et al. 1997),

who found a similar poleward deflection of cyclones. In

the following sections, we explore this fundamental

poleward tendency of cyclones by performing a com-

posite analysis of midlatitude cyclones, and analyzing

their dynamics from a PV perspective.

4. Cyclone composites and PV tendency analysis

a. Cyclone-tracking composites

The tracking data are used to construct composites of

cyclones. For each cyclone, a box sized 308 in latitude by

408 in longitude is placed around its center (i.e., around

each white dot in Fig. 2), at every time step. Each cyclone

is tracked during its growth stage, until it reaches maxi-

mum intensity. Fields of interest are being accumulated

along the trajectory, and then averaged together with all

other tracks. The composites presented in this section are

averaged over approximately 1000 storms, taking snap-

shots every 6h along the trajectory of each storm.

The composite analysis in the idealized GCM config-

uration used here is consistent with cyclone composites

of reanalysis data and full GCMs (e.g., Catto et al. 2010;

Bauer and Del Genio 2006). The main features of ex-

tratropical cyclones, such as temperature fronts and the

warm conveyer belt, can be identified in the composites

(Fig. 4). Looking at the position of the low-level cyclone

shows the classic picture of baroclinic instability (e.g.,

Martin 2006), where the low-level cyclone is located on

the eastward side of an upper-level open-wave trough

(Fig. 4a). This has an important implication for the

poleward propagation, as will be shown in the next

section. In the quasigeostrophic framework, the upper-

level divergence on the eastward side of the trough,

explained using either the omega equation or the

ageostophic divergence (e.g., Martin 2006), is accom-

panied by rising air (Fig. 4b) and surface convergence,

associated with the low pressure anomaly. The eastern

side of the cyclone is also characterized by strong pole-

ward meridional wind (Fig. 4c) that lies in a region of

high equivalent potential temperature uE (Fig. 4d). This

is associated with the warm conveyer belt (Harrold

1973), which acts to bring moist and warm subtropical

air poleward and upward. This results in LHR, which in

turn influences the cyclogenesis process. As will be

shown, the LHR is also important for the cyclone’s

poleward motion.

b. PV tendency analysis

From a PV perspective, which is taken here, cyclo-

genesis can be described as the mutual interaction be-

tween an upper-level PV anomaly and a lower-level one

to its east (Bretherton 1966). The advantage of using a

PV approach is the relatively simple way of including the

influence of diabatic heating on the dynamics. In the

following sections we will analyze the different contri-

butions to the PV tendency equation, and show the

crucial role of moisture and the upper-level PV in the

poleward motion of the cyclone.

The Ertel PV in pressure coordinates, defined as

q52g(fk1=
p
3u) � =

p
u , (1)

satisfies the equation

dq

dt
5Q1F , (2)

where =p 5 (›/›x, ›/›y, ›/›p) is the gradient operator in

pressure coordinates, d/dt 5 ›/›t 1 u›/›x 1 y›/›y 1
v›/›p is the material derivative with v 5 dp/dt, g is the

gravitational acceleration, f is the planetary vorticity,

=p 3 u is the relative vorticity, and u is the potential

temperature. Note that the horizontal derivatives are

calculated on a sphere (i.e., ›/›x5 ›/R cosu›f and ›/›y5
›/R›u, where f and u are the zonal and meridional co-

ordinates, respectively, andR is the radius of Earth). The
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rhs includes nonconservative processes such as diabatic

heating, given by

Q52g(fk1=
p
3u) � =

p

�
du

dt

�
(3)

and a friction term F. In the absence of friction (F5 0),

adiabatic motion (Q5 0) will conserve its PV, which is

why PV is considered an insightful conceptual ap-

proach. At the 780-hPa level considered here, the

friction term can be neglected to leading order. The

main contributors to the PV tendency are thus the

horizontal advection terms, the vertical advection, and

the diabatic terms, which include LHR and radiation

(internal dissipation has negligible contribution and is

therefore neglected).

The tracks of low-level cyclones are used to

construct a composite of the Ertel PV budget (note that

the results are almost identical if vorticity features are

tracked instead). The lower-level PV (780hPa) anomaly

(black contour in Fig. 5) is located in the middle of the

box, implying that lower pressures are associated with

positive PV anomalies. The upper-level PV field (col-

ored contours) is deformed by the low-level cyclonic

winds (not shown). There is a signature of the deepening

process of the upper-level PV, which leads eventually to

the treble clef shape characteristic of a mature occluded

cyclone (Posselt and Martin 2004). The location of the

low-level PV anomaly to the east of the positive upper

PV maximum implies that the upper-level winds (black

arrows in Fig. 5) induce positive meridional velocities on

the low-level cyclone. This configuration is not only fa-

vorable for the cyclone’s growth, but also contributes to

its poleward motion. The total PV tendency at lower

levels (red contours are positive values and blue are

negative in Fig. 5) reveals that PV destruction occurs at

the southwestern side of the low-level cyclone, while

positive PV tendency occurs on its northeastern side.

Hence, the total motion of the cyclone and its associated

positive PV anomaly is eastward and poleward.

FIG. 4. Cyclone composites at lower levels (780 hPa) of (a) pressure anomaly (hPa), (b) vertical velocity (m s21),

(c) meridional velocity (m s21), and (d) equivalent potential temperature (K). In (a), the black contours show the

upper-level (300 hPa) geopotential height. In (c),(d), the black arrows are the perturbation horizontal winds from

the composite at 780 hPa. The black contours in (b)–(d) show the 780-hPa PV anomaly, with contours from 0.15 to

0.42 PVU and contour interval of 0.09 PVU. The longitudinal and latitudinal extents of the composite box are

denoted by Lx and Ly, respectively.
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A quantitative analysis of the separate contributions

to the PV tendency at lower levels is performed next.

We first decompose the flow into a background flow

and a perturbation. The background flow is chosen to be

the climatological mean. This choice is particularly

convenient since it is both time independent and zon-

ally symmetric (as long as statistics are accumulated

for long enough), that is, in our decomposition,

a(x, y, p, t)5 a(y, p)1 a0(x, y, p, t), where a is any field

of interest.

Since the meridional background flow y is small, its

contributions to the tendency equation are an order of

magnitude smaller. It follows that the PV tendency

equation for our analysis can be approximately written

as

›q0

›t
52u

›q0

›x
2 y0

›q

›y
2u0›q

0

›x
2 y0

›q0

›y
2v

›q

›p
1Q . (4)

The first term on the rhs denotes the advection of the PV

perturbation by the background zonal mean flow. The

second term is the meridional advection of the back-

ground vorticity by the perturbation velocity associated

with the cyclone, which in the PV perspective is the term

related to the Rossby wave propagation. The next two

terms are the nonlinear perturbation advection terms,

and the last two terms are the vertical advection and

diabatic heatingQ, respectively. The contribution of the

advection terms and the diabatic terms to the PV ten-

dency equation are analyzed next in the following two

sections.

5. Horizontal advection terms and piecewise PV
inversion

a. PV tendency from horizontal advection terms

The horizontal advection terms from Eq. (4) for the

low-level PV are calculated separately and plotted in

Fig. 6. In Figs. 6a–f, the low-level PV anomaly (defined

here as the PV at 780hPa relative to the climatological

composite at that level), is shown in black contours for

reference. The zonal advection of the low-level PV by

the background flow (Fig. 6a) gives the expected east-

ward advection of the anomaly, hence, positive (nega-

tive) PV tendency to the east (west). The black arrows

show the background zonal flow, which is eastward and

slightly decreases poleward, implying that the average

cyclone resides on the poleward flank of the jet. The

advection of the mean PV by the perturbation meridi-

onal wind (Fig. 6b) tends to propagate the anomaly

westward. The low-level perturbation horizontal winds

are also shown (black arrows). This term is the classic

Rossby wave propagation mechanism (Rossby 1948);

since the background PV increases poleward,1 a positive

PV anomaly, which is associated with cyclonic winds,

advects high (low) PV to its west (east). This produces a

positive (negative) anomaly to its west (east), so the

perturbation propagates westward. Note that the con-

tribution of this term is weaker than the opposite con-

tribution of the zonal advection of the perturbation PV

(Fig. 6a), consistent with the overall eastward motion of

the low-level PV anomaly.

The nonlinear terms tend to propagate the anomaly

poleward and slightly westward (Fig. 6c). Decomposing

the nonlinear advection into contributions from the

zonal and meridional directions (Figs. 6d and 6e, re-

spectively) shows that each of them is characterized by a

quadrupole structure. However, the meridional advec-

tion term is characterized by much weaker magnitudes

on the western side. This is a result of the stronger

magnitude of poleward velocity on the eastern side of

the cyclone relative to the western side (Fig. 4c).

In fact, the horizontal nonlinear advection terms of an

idealized symmetric cyclone should cancel out exactly,

FIG. 5. Cyclone composites of the PV anomaly at lower levels

(780 hPa; black contours) and PV at upper levels (300 hPa; col-

ored), superimposed with total PV tendency at lower levels (red

contours are positive values and blue contours negative values).

Low-level PV contours range from 0.15 to 0.42 PVU (with contour

interval of 0.09 PVU). The PV tendency contour values range from

1.5 3 1026 to 8.4 3 1026 PVU s21 for the positive values (with

contour interval of 1.153 1026 PVU s21), and from29.53 1026 to

21.53 1026 PVU s21 for the negative values (with contour interval

of 1.3 3 1026 PVU s21). The black arrows show the composite of

upper-level winds, with a reference wind vector (white arrow in the

bottom left) included to indicate the wind strength at upper levels.

The longitudinal and latitudinal extents of the composite box are

denoted by Lx and Ly, respectively.

1 The background flow, defined as the zonal mean of the clima-

tology composite, reflects mostly the beta term and, hence, in-

creases toward the pole.
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in analogy to a point vortex that cannot move itself. This

is illustrated schematically in Fig. 7. The zonal and me-

ridional nonlinear PV advection terms of a symmetric

cyclone (Figs. 7a and 7b, respectively), each create a

symmetric quadrupole structure of PV tendency, but of

opposite sign. Since PV decreases from the center of the

PV anomaly, positive meridional velocity on the eastern

side of the cyclones advects high PV to the northeastern

corner of the PV, producing a positive PV anomaly, and

low PV to the southeastern side of the PV anomaly,

producing a negative PV anomaly there. The opposite

occurs on the western side of the cyclone, where the

meridional cyclonic wind is negative. The same argu-

ment explains why the nonlinear advection term in the

zonal direction acts to produces negative PV anomaly

on the northeastern and southwestern corners, and a

positive PV tendency on the northwestern and south-

eastern corners. Hence, the overall horizontal advection

terms of a symmetric cyclone cancel each other exactly,

and, therefore, do not contribute to any net propagation

of the cyclone.

The zonal and meridional nonlinear advection terms

clearly do not cancel out in the cyclone composites

(Fig. 6c). Thus, the nonlinear terms produce a pole-

ward and slightly westward tendency, which is sig-

nificant for the poleward motion of the low-level

cyclone. The total sum of the horizontal advection

terms (Fig. 6f) is characterized by a positive PV ten-

dency in the northeastern side of the low-level PV

anomaly, and a negative PV tendency on the south-

western side of the low-level PV anomaly. This gives

an overall eastward and poleward advection of the

low-level PV.

The apparent strong asymmetry between the zonal

and meridional nonlinear advection terms, which is

crucial for creating the poleward tendency, provides a

hint for the role of the upper-level anomaly in

advecting the cyclone poleward. To study the origin

of this asymmetry, we next decompose the low-level

velocity using the piecewise PV inversion technique

developed by Davis and Emanuel (1991) and Davis

(1992). This allows decomposing the nonlinear PV

FIG. 6. The low-level (780 hPa) PV tendency from (a) advection of PV perturbation by the background zonal velocity, (b) advection of

background PV by the meridional perturbation velocity, (c) sum of nonlinear advection terms, (d) nonlinear zonal advection,

(e) nonlinear meridional advection, and (f) total sum of horizontal advection terms. All quantities are normalized by 1026 PVU s21. The

black arrows in (f) show the total low-level winds, in (d) the mean low-level winds are shown, and in all other panels the perturbation low-

level winds are shown. The black contours in all panels show the 780-hPa PV anomaly, with contours from 0.15 to 0.42 PVU and contour

interval of 0.09 PVU. The longitudinal and latitudinal extents of the composite box are denoted by Lx and Ly, respectively.
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advection term into a contribution originating from

the upper-level PV, the lower-level PV, and the sur-

face temperature anomaly, and to distinguish what is

the influence of each of them in isolation. We dem-

onstrate the important role played by the upper-level

PV in this asymmetry, which results in a strong posi-

tive meridional velocity that contributes to the pole-

ward tendency of the cyclone. The details of the

algorithm, decomposition, and composite analysis of

the piecewise PV inversion are presented next.

b. Composites of piecewise PV inversion

To quantify the contribution from the upper-level PV

to the PV tendency of the lower PV, we perform a

piecewise PV inversion (Davis and Emanuel 1991). The

invertability of PV is one of its basic and most powerful

characteristics (Hoskins et al. 1985). Given a distribu-

tion of PV, one can invert back the field and find the

balanced wind, pressure, and temperature associated

with that PV field. Piecewise inversion (Davis 1992) al-

lows one to decompose the flow into several significant

parts (e.g., different vertical levels), and the PV associ-

ated with each one of them can be studied separately.

Previous studies used piecewise PV inversion to study

the role of upper and lower PV anomalies in the extra-

tropical cyclogenesis process (e.g., Davis and Emanuel

1991; Davis 1992; Black and Dole 1993; Hakim et al.

1996; Huo et al. 1999a,b; Brennan et al. 2008; Rosting

and Kristjansson 2012), the role of moisture and LHR in

the storm development (e.g., Stoelinga 1996; Lackmann

2002; Posselt andMartin 2004; Ahmadi-Givi et al. 2004),

and to the study tropical cyclones and hurricanes (e.g.,

Wu and Emanuel 1995;Wang andZhang 2003; Kieu and

Zhang 2010).

The piecewise PV inversion algorithm of Davis and

Emanuel (1991) is used here, which employs the non-

linear balance equation of Charney (1955). This is sim-

ilar to the gradient wind balance, and thus gives good

results for highly curved flows. The linearized version of

the Charney balance is essentially the quasigeostrophic

balance equation. The balanced equations are solved

using a standard successive overrelaxation technique

(for full details see Davis and Emanuel 1991; Davis

1992). Each piecewise inversion is achieved by setting

the other PV perturbations to zero, and using homoge-

neous lateral boundary conditions. The piecewise in-

version procedure returns the balanced three-dimensional

streamfunction and geopotential height associated with

each of the anomalies considered. Thus, winds originating

from specific PV perturbations can be derived at any level

of interest.

We follow Davis and Emanuel (1991) and decompose

the flow field into three components: the upper-level

Ertel PV perturbation (780 hPa and above, denoted

UPV), the lower-level Ertel PV perturbation (780 hPa

and below, denoted LPV), and the surface temperature

anomaly (potential temperature at 980 hPa, denoted as

uS). This idealization of the flow is based on Hoskins

et al. (1985), who describe baroclinic instability as the

interaction and mutual amplification of two counter-

propagating Rossby waves, similar to the classic models

of Eady (1949) and Charney (1947) and described also

by Bretherton (1966).

A composite analysis of the piecewise inversions

is done in the following manner. For each cyclone

identified we perform a piecewise PV inversion in a box

around its center, for each time step. The inversion is

employed every 6 h during the time development of the

cyclone, until it reaches maximum intensity, and then

averaged for each cyclone. The composite of piecewise

PV inversions is then calculated as the mean over all

cyclones identified.

To study the different contributions to the low-level

meridional PV tendency term, we decompose the 780-hPa

wind into velocities induced from upper-level PV (black

arrows in Fig. 8a), lower-level PV (black arrows in

Fig. 8b), and from the surface temperature anomaly

(black arrows in Fig. 8c). The wind induced from uS
(Fig. 8c) is almost opposite to that induced by the upper-

level PV, since the temperature anomaly is approxi-

mately one-half wavelength out of phase with the UPV.

The different contributions of each PV perturbation

to the zonal and meridional nonlinear PV tendency

advection terms (the original terms in Figs. 6d and 6e,

which should be compared with the recovered ones in

FIG. 7. A schematic illustration of the PV tendency from the ‘‘self

induced’’ nonlinear terms of a positive axisymmetric PV anomaly.

The nonlinear PV advection in the (a) zonal and (b) meridional

directions form two antisymmetric quadrupoles, hence, the overall

nonlinear tendency from the self-advection of an idealized PV

anomaly is canceled out.
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Figs. 8d and 8h, respectively) are shown in Fig. 8. The

meridional nonlinear advection from the UPV (Fig. 8a)

produces a positive and negative PV tendency on the

northern and southern sides of the low-level PV

anomaly, respectively, and thus advects the low-level cy-

clone poleward. This is consistent with the positive me-

ridional velocity it induces at lower levels (black arrows).

The zonal nonlinear PVadvection from theUPV (Fig. 8e)

is maximized on the northwestern side of the low-level

PV, although it is much weaker than the meridional

nonlinear term. This reflects the weak-induced zonal

velocities from upper levels, compared to meridional ve-

locities. Their sum (Fig. 8i) is indeed entirely dominated

by the meridional nonlinear PV advection.

The velocity field induced by the UPV is in fact

characterized by two gyres that are a baroclinic version

of the barotropic ‘‘beta gyres’’ (induced by the UPV

perturbation rather the lower PV anomaly itself). These

results are consistent with Gilet et al. (2009) and Oruba

et al. (2013), who showed in idealized two-layer quasi-

geostrophic experiments how the upper-level PV ad-

vects the low-level PV when the two are initialized such

that the upper-level PV is to the west of the low-level

PV. The westward tilt with height, which is a charac-

teristic of baroclinic instability, implies that the upper-

level PV induces poleward meridional velocity on the

low-level PV associated with the cyclone.

In contrast, the meridional nonlinear PV advection

associated with the uS anomaly tends to advect the

low-level cyclone equatorward (Fig. 8c). Since the

low-level PV anomaly is slightly to the west of the PV

anomaly associated with uS, but to the east of the

UPV, it is influenced by them in opposite directions.

This is illustrated in the schematic Fig. 9, which is

based on the classic conceptual picture of interacting

PV anomalies as in Hoskins et al. (1985). The zonal

nonlinear PV advection associated with the surface

potential temperature (Fig. 8g) is weaker, and mainly

FIG. 8. Piecewise PV decomposition of the nonlinear PV advection terms. Contribution to the PV tendency at 780 hPa from (a)–(d) the

meridional nonlinear advection, (e)–(h) the zonal nonlinear advection, and (i)–(l) the sum of the nonlinear advection terms. (left)–(right)

The contributions to the PV tendency at 780 hPa from the UPV, the LPV, the uS anomaly, and the sum. All quantities are normalized by

1026 PVU s21. In each panel the associated winds (black arrows) induced by each of the PV pieces (UPV, LPV, uS, and the total PV) are

added. The PV anomaly at 780 hPa is also shown in all panels for reference, with contours from 0.15 to 0.42 PVU and contour interval of

0.09 PVU. The longitudinal and latitudinal extents of the composite box are denoted by Lx and Ly, respectively.
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advects westward the northern side of the low-level

PV. The sum of the nonlinear advection terms asso-

ciated with the surface potential temperature (Fig. 8k)

is again dominated by the meridional nonlinear

advection.

The meridional and zonal nonlinear PV advection

terms from the winds induced by the LPV, associated

with the low-level cyclone itself, (Figs. 8b and 8f,

respectively), show a more symmetric quadrupole

structure that is similar and opposite in sign, as expected.

This structure is a result of the self-advection of the

cyclone in the zonal and meridional directions, just like

in the schematic in Fig. 7. The sum of themeridional and

zonal nonlinear PV advection terms induced by the LPV

(Fig. 8j) is indeed small. Hence, these terms do not

contribute significantly to the propagation of the low-

level cyclone. Note that the cancelation is not complete,

probably because the low-level PV is not perfectly

axisymmetric.

The sum of the PV tendency from the meridional and

zonal nonlinear advection terms at lower levels (Fig. 8d

that is the sum of Figs. 8a–c, and Fig. 8h that is the sum of

Figs. 8e–g), are similar to the original terms (Figs. 6e and

6d, respectively). Accordingly, the total sum of the

horizontal nonlinear PV advection terms at lower levels

(Fig. 8l that is the sum of Figs. 8d,h or alternatively

Figs. 8i–k) is similar to the original term (Fig. 6c). This

proves that the inversion procedure recovers well the

wind field.

The overall sum (Fig. 8l) gives, as before, a poleward

and slightly westward advection of the low-level PV.

Combined with the eastward zonal advection by the

mean background flow, this gives an eastward and

poleward advection of the low-level PV (similar to

Fig. 6f), which is consistent with the observed motion

of the low-level cyclones. The decomposition of the

nonlinear advection term presented here shows clearly

the important role of the meridional advection by the

UPV in the poleward tendency of the low-level PV

anomaly.

6. Diabatic heating and vertical advection

Next, we present the contributions of the diabatic

heating terms to the PV tendency [Eq. (3)], arising from

LHR (Fig. 10a) and the background radiation (Fig. 10b).

Diabatic processes associated with extratropical cyclones

have been studied extensively, and are known to have an

important role in the cyclogenesis process (e.g., Reed

et al. 1992; Davis et al. 1993; Stoelinga 1996; Posselt and

Martin 2004; Ahmadi-Givi et al. 2004; Willison et al.

2013). The release of latent heating is particularly im-

portant for the cyclone growth. The warm conveyor belt

(Browning and Roberts 1994; Harrold 1973), which is

FIG. 9. A schematic diagram illustrating the influence of upper-level PV and surface potential

temperature anomaly on the lower-level PV associated with the low-level cyclone. The two

layers represent the surface (z 5 0) and the tropopause (z 5 H). The solid line at the upper

layer represent the upper-level PV wave, the plus sign marks positive PV, and solid brown

arrows are the velocities associated with the positive PV anomaly at upper levels. The dashed

gray line at the lower level represents an isotropic line, and gray arrows represent the circu-

lation associated with that PV anomaly. The yellow circle with ‘‘L’’ in the middle is the low-

level (780 hPa) cyclone, and the light arrows show the induced poleward velocity from the

upper-level PV (light red) and from the surface potential temperature anomaly (light gray).
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associated with the motion of warm air that originates in

the warm sector of the cyclone, travels parallel to the cold

front and ascends upward in the vicinity of the warm

front. As the warm and moist air travels upward and

poleward, it cools and condenses, releasing latent heat.

The resultingmidtropospheric warming tends to produce a

positive PV anomaly at low levels, slightly downstream of

the warming (Stoelinga 1996), and a negative PV anomaly

at upper levels (e.g., Ahmadi-Givi et al. 2004; Schemmand

Wernli 2014; Methven 2015).

The contribution of diabatic heating associated with

LHR can be calculated using Eq. (3), with the rate of

latent heating (du/dt)LHR evaluated using the expression

derived by Emanuel et al. (1987),

�
du

dt

�
LHR
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, (5)

where uE is the equivalent potential temperature; gm
and gd are the moist and dry lapse rates, respectively;

and v is the vertical velocity in pressure coordinates.

For a dry atmosphere gm 5 gd, u 5 uE, and, hence, by

definition (du/dt)LHR 5 0.

Focusing on the vertical axis, the PV tendency due to

LHR is then approximately given by

dq

dt
52g( f 1 z)

›

›p

�
du

dt

�
LHR

, (6)

where z is the relative vorticity in the vertical direction.

The PV tendency associated with LHR from the cy-

clone composite (Fig. 10a), shows a large positive max-

imum on the northeastern side of the cyclone. Thus,

LHR acts to propagate the low-level PV anomaly east-

ward and poleward. Note that the maximum PV ten-

dency from LHR coincides with the location of strong

positive vertical and poleward velocities (Fig. 4b and

Fig. 4c, respectively), residing in a region of warm and

moist air (Fig. 4d).

FIG. 10. The PV tendency from (a) diabatic heating due to LHR, (b) diabatic heating due to background radi-

ation, (c) the vertical advection term, and (d) the sum of all the PV tendency terms.All quantities are normalized by

1026 PVU s21. The black contours show the 780-hPa PV anomaly, with contours from 0.15 to 0.42 PVUand contour

interval of 0.09 PVU. The longitudinal and latitudinal extents of the composite box are denoted by Lx and Ly,

respectively.
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The latent heating in the midtroposphere acts, in

general, to widen the isentropes at upper levels, above

the warming, and to narrow them at lower levels, below

the warming (see the schematic illustration in Fig. 11a).

Thus, the static stability increases at lower levels (as

› _u/›p becomes larger in absolute value), and decreases

at upper levels. In addition, the warming tends to in-

crease the geopotential height at upper levels, and the

resulting unbalanced outward pressure gradient force

produces divergence at upper levels. This leads to up-

ward vertical motion and convergence at lower levels

that increases the relative vorticity there. Since the PV

tendency is proportional to the product of the absolute

vorticity and to the rate of change of static stability [Eq.

(6)], the two processes, therefore, act to increase the

low-level PV and deepen the low-level cyclone.

As a result of the inherent asymmetry of the cyclone,

which advects high temperatures to its east and cold

temperatures to its west, the mechanism described above

occurs on the eastern side of the cyclone. Hence, LHR

and its associated low-level PV tendency are maximized

on the northeastern side of the cyclone, where warm and

moist air ascends, cools, and condenses (as illustrated in

the schematic Fig. 11b). This contributes to an eastward

and poleward propagation of the low-level cyclone.

The propagation mechanism described above is rem-

iniscent to that of diabatic Rossby vortices (DRVs)

(Parker and Thorpe 1995; Moore and Montgomery

2005; Moore et al. 2008, 2013). DRVs can grow as a

result of an approximate phase locking and mutual

amplification of two diabatically generated PV anoma-

lies: a low-level positive (cyclonic) PV anomaly and a

midtropospheric negative (anticyclonic) PV anomaly. In

the absence of an upper trough, these vortices can self-

advect themselves through the diabatic generation of

PV along the warm frontal zone.

The diabatic heating by LHR probably has an addi-

tional indirect effect on the poleward propagation of the

low-level PV (Coronel et al. 2015). At upper levels,

above the area of heating, the diabatic PV tendency is

negative, thus acting to enhance the downstream ridge

(anticyclone) in our simulation (not shown). As a result,

an upper-level PV dipole is formed. This enhances the

poleward advection of the low-level PV.

Next, we also present the PV tendency from diabatic

heating associated with radiation, calculated using Eq.

(2) with (du/dt)rad, which has a smaller negative contri-

bution (Fig. 10b). Since radiation overall warms the

surface of Earth, it tends to widen the isentropes above.

Hence, at every level above the ground, the cyclone

experiences a negative PV tendency. Note that the

southwest–northeast structure observed originates from

the elongation of the absolute vorticity in that direction.

The vertical advection term (Fig. 10c) is found to be of

even smaller magnitude, and acts in general to weaken

(strengthen) the PV anomaly on its eastward (westward)

side. This is a result of the structure of the background

PV, which increases with height, and dominates the ver-

tical gradient. Hence, the upward motion associated with

the cyclone on its eastern side, and the much weaker

downward vertical velocity to its east (Fig. 4b), advects

low (high) PV to the east (west) of the low-level PV.

The sum of all the PV tendency terms (Fig. 10d), in-

cluding the horizontal advection terms, gives an overall

positive (negative) PV tendency on the northeastern

(southwestern) side of the lower-level PV, and negative

PV tendency elsewhere. Hence, when combined to-

gether, all the terms on the rhs of Eq. (4) act to propa-

gate the PV anomaly toward the northeast direction.

Comparing the total sum (Fig. 10d) with the actual PV

FIG. 11. (a) Schematic diagram illustrating the influence of LHR

on the PV field. Midtropospheric warming associated with LHR

increases (decreases) static stability at lower (upper) levels, thus

producing a positive (negative) PV tendency there (denoted as1PV

and 2PV, respectively). (b) The schematic diagram illustrating the

role of LHR in the poleward motion of the low-level cyclone. The

yellow circle (L in the middle) with black circled arrows denotes

the low-level cyclone and the direction of the velocity associated

with it. The thick curved black arrows to its east represent the in-

duced winds associated with the cyclone, and thin arrows represent

upward motion. The warm andmoist air to the south and east of the

cyclone travels poleward and upward. As it cools, there is LHR

(purple shading) in the midtroposphere, which acts to produce

positive PV tendency at lower levels (light red circled arrows), which

promotes an eastward and poleward motion of the low-level

cyclone.
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tendency from the low-level PV composite (Fig. 5),

shows good agreement, although the structure slightly

differ. This could be a result of friction, which is not

taken into account in this balance. Although probably

small at the levels chosen here, it is known in general to

influence the PV at low levels (Stoelinga 1996). Never-

theless, the overall structure of the total PV tendency

recovers well the positive PV tendency on the north-

eastern side of the low-level PV, consistent with the

northeastward motion of the low-level cyclones.

Note that the PV tendency due to LHR is comparable

but slightly larger than the PV tendency due to the

horizontal advection terms (a maximum PV tendency

of 7.06 and 6.22PVUs21, respectively; 1 PVU 5
1026Kkg21m2 s21). In fact, the diabatic heating rate

as a result of LHR is possibly slightly underestimated in

magnitude.2 Hence, it appears that the PV tendency due

to LHR is stronger than the PV tendency due to the

advection terms, although both terms are important for

the poleward motion of the low-level cyclone.

7. Time development of the cyclone composites

As a next step, we composite the cyclones at different

stages of their evolutions, to examine whether the

dominant mechanisms through which cyclones propa-

gate poleward change over the course of their evolution.

The composites are centered on the time of peak in-

tensity (denoted as t0), and then calculated every 6 h,

from 1 day prior to the time of peak PV intensity, and up

to 1 day afterward. Figure 12 shows selected PV com-

posites at t02 24h, t02 12 h, t0, and t01 24h (from left

to right, respectively) of the total PV tendency

(Fig. 12a), the PV tendency due to LHR (Fig. 12b), the

PV tendency due to horizontal advection (Fig. 12c), and

the time development of the low-level (color shaded

contours) and upper-level (black contours) PV anoma-

lies (Fig. 12d). In all panels of Figs. 12a–c, the low-level

PV anomaly at that time is shown in black contours for

reference.

The basic mechanism for poleward propagation is

similar during the growth of the cyclone (cf. the three

first columns in Fig. 12), while the composites differ

greatly in the weakening phase of the cyclone, as ex-

pected (rightmost column in Fig. 12). The total PV

tendency, the PV tendency due to LHR, and the PV

tendency due to horizontal advection are all maximized

at the time of peak intensity. This is consistent with the

PV tendency terms being proportional to both the PV

anomaly and the velocity field, which are strongest at the

time of peak intensity. Note that the relative effect of

these PV tendencies depends on how big the PV

anomaly is at that time, and, therefore, the effective

tendencies should be normalized. The normalized ten-

dencies (not shown) reveal that, in fact, both the total

PV tendency and the LHR are maximized 12 h prior to

the cyclone peak intensity (at the time of maximal

growth rate). All other features are, otherwise, similar.

The PV tendencies in Fig. 12 appear to produce a

more meridionally tilted structure throughout the

growth stage of the cyclone. During the time develop-

ment, the PV tendency due to LHR (Fig. 12b)

produces a positive PV tendency that is less east–west

oriented, and more concentrated in the northeastern

side of the low-level PV. This is a result of the location

of the upward motion of the warm and moist air,

which is being concentrated more in this region. The

sum of the nonlinear advection terms (not shown),

induces a stronger and more poleward-oriented ten-

dency throughout the time development of the low-level

PV. This results in the more tilted structure of the hor-

izontal advection terms (Fig. 12c), as well as the overall

PV tendency (Fig. 12a). Thus, poleward propagation

increases up to the time of peak intensity.

The time development of the lower and upper-level PV

anomalies (Fig. 12d) shows some interesting features re-

garding their relative positions. During the growth of the

low-level cyclone (first three panels from left in Fig. 12d),

the meridional phase difference between the upper-level

PV anomaly (black contours) and lower-level PV anom-

aly (colored contours), remains roughly the same during

the life cycle of the cyclone. This implies that the upper

and lower PV anomalies propagate poleward essentially

at the same speed. On the contrary, the zonal phase

difference between them becomes smaller, since the

upper-level PVpropagates faster toward the east than the

lower-level PV, hence, the westward tilt with height de-

creases. This is consistent with classical theories of cy-

clogenesis and cyclolysis (e.g., Bjerknes 1919; Bjerknes

and Solberg 1921; Schultz and Mass 1993).

Indeed, 24 h after the peak intensity, the upper-level

PV is almost entirely above the low-level PV (rightmost

panel in Fig. 12d), revealing amore barotropic structure.

At that time, the total PV tendency is mainly negative

(rightmost panel in Fig. 12a), consistent with the de-

caying of the low-level PV. In addition, the role of the

LHR changes significantly at the decay stage (rightmost

panel in Fig. 12b), with mostly negative PV tendency in

2According to Willison et al. (2013), the storm tracks exhibit

sensitivity to the model resolution used, since moist diabatic pro-

cesses are better resolved in a higher resolution. This results in

stronger LHR and, therefore, stronger cyclones and more intense

storm tracks. The resolution used for the current study, therefore,

potentially underestimates the magnitude of the PV tendency due

to LHR.
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the cyclone core. This is associated with the intrusion of

cold and dry air during the decay of the cyclone, which

result in loss of access to warm and moist air and de-

crease in the upward vertical velocity.

The structure of the horizontal advection also

changes significantly during the decay stage (rightmost

panel in Fig. 12c), with a much weaker eastward

advection, and no sign for any poleward deflection. In

fact, the nonlinear advection terms at this stage (not

shown) now act to advect the low-level PV westward

and slightly equatorward, counterbalancing the weak

eastward advection by the mean. This is a result of the

position of the upper-level PV relative to the lower-

level PV anomaly (rightmost panel in Fig. 12d).

FIG. 12. Time development of PV composites. (a) The total PV tendency, (b) the PV tendency due to LHR, (c) the PV tendency due to

horizontal advection, and (d) the low-level PV anomaly (colors) and upper-level PV anomaly (black contours), for composites at (left)–

(right) t02 24 h, t02 12 h, t0, and t01 24 h. In (a)–(c), quantities are normalized by 1026 PVU s21. The low-level (780 hPa) PV anomaly at

each time is shown in black contours for reference, with contour interval of 0.1 PVU and contour values ranging from 0.15 to 0.25, 0.35,

0.65, and 0.35 PVU for t0 2 24 h, t0 2 12 h, t0, and t0 1 24 h, respectively. In (d), quantities are normalized by 1027 PVU. The upper PV

anomaly contour interval is 0.15 PVU, and contour values range from 0.45 to 1.05, 1.2, 1.2, and 1.3 PVU for t02 24 h, t02 12 h, t0, and t01
24 h, respectively.
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Because there is no longer a westward tilt with height,

there is no induced poleward velocity at low levels from

the upper-level PV. Hence, the mechanism of poleward

advection by the upper-level PV, that was demon-

strated in section 5b using the piecewise PV inversion,

is absent (or even reversed) during the decay of the

low-level cyclone.

8. Dependence on cyclone intensity

Finally, we examine how the cyclone composites and

the poleward propagation depend on the intensity of the

cyclone. For this purpose, we partition the cyclones into

categories, based on peak intensity, and perform sepa-

rate composites for every group. To improve the

statistics, a longer run of 2000 days (where nearly 4800

cyclones were identified) is used. The cyclones were

divided into six groups from the weakest 800 cyclones

(denoted as group 1) to the strongest 800 cyclones

(denoted as group 6).

Figure 13 shows the low-level (colored contours) and

upper-level (black contours) PV anomalies, for group 6

(Fig. 13a), group 5 (Fig. 13b), group 3 (Fig. 13c), and

group 1 (Fig. 13d), corresponding to an averaged low-

level maximum PV intensity of 0.58, 0.36, 0.2, and

0.07 PVU, respectively. The relative positions of the

upper- and lower-level PV anomalies reveal that the

vertical structure differs for cyclones of different in-

tensities.While stronger cyclones have the characteristic

baroclinic structure of a westward tilt with height

(Figs. 13a,b), weaker cyclones exhibit a more barotropic

structure, where the two PVanomalies aremore vertically

aligned (Figs. 13c,d).

This implies that the PV tendency due to LHR and the

horizontal advection (and thus the overall PV tendency)

are expected to be smaller for the weaker cyclones. In-

deed, Fig. 14a shows that the maximum values of the

normalized total PV tendency (red), the normalized PV

due to horizontal advection (blue), and the normalized

PV tendency due to LHR (green), all increase as the

averaged maximum intensity of the composite group

increases. Horizontal advection appears to be a more

significant process for weaker intensities, while LHR

becomes more important at higher intensities. Note that

for comparison purposes, the normalized tendencies are

shown (all PV tendency are normalized by the maxi-

mum PV anomaly of the corresponding composite

group, to give the effective tendency). However, the

results are essentially the same for the unnormalized

tendencies.

The net poleward propagation of each intensity group

(calculated as the latitudinal difference between the

initial position and the position at the time of maximum

intensity averaged for all the cyclones in the composite

group), also increases with intensity (Fig. 14b). This

confirms our earlier conjecture that stronger cyclones

also propagate more poleward. A more intense PV

anomaly is also associated with stronger velocities;

hence both horizontal advection and LHR are larger. In

addition, the more barotropic structure of the weaker

cyclones means that the nonlinear poleward advection

by the upper-level PV is weaker, as discussed for the

case of a decaying cyclone in the previous section.

Hence, the larger poleward deflection and the higher

tendencies associated with the stronger cyclones are

consistent with our propagation mechanism.

9. Summary and discussion

The poleward motion of midlatitude cyclones and the

corresponding downstream poleward tilt of localized

storm tracks (Fig. 1) is studied here from a Lagrangian

PV perspective. While the crucial role of transient

eddies in the poleward deflection of the storm tracks is

known in a statistical time-mean balance sense (e.g.,

Orlanski 1998), the equilibrium state cannot give a

complete understanding of how such a balance is

achieved. The current study highlights the basic mech-

anism for poleward tendency of storms from a single

storm perspective.

A detailed PV budget, based on composites of

extratropical cyclones in an idealized GCM, reveals

the important role of the upper-level PV and the

FIG. 13. (a) The low-level PV anomaly (colors) and upper-level

PV anomaly (black contours) for (a) intensity group 6, (b) intensity

group 5, (c) intensity group 3, and (d) intensity group 1, corre-

sponding to an averaged low-level maximum PV intensity of 0.58,

0.36, 0.2, and 0.07 PVU, respectively. The upper-level PV contours

range from 0.5 to 1.1 PVU, with contour interval of 0.15 PVU.
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diabatic heating associated with LHR in the poleward

motion of the low-level cyclone. The interaction with

the upper-level PV and the release of latent heating

are both well-established processes in the context of

cyclogenesis, and are known to have an important

role in the growth of surface cyclones (e.g., Hoskins

et al. 1985). Here, we emphasize that these processes

are also important for the poleward tendency of the

low-level cyclones.

In the PV framework, the cyclogenesis process is

explained by the mutual amplification of the upper- and

lower-level PV anomalies. This interaction is linear

since it involves advection of the background PV by the

perturbations at the other level. The cyclone’s poleward

motion, however, turns out to be related to the nonlinear

advection terms (Fig. 6c).

A piecewise PV inversion technique is used to de-

compose the low-level nonlinear PV advection terms

into contributions from upper, lower, and surface PV

anomalies (the latter is associated with the surface

temperature anomaly), and the contribution to the PV

tendency resulting from each of the PV perturbations is

analyzed separately (Fig. 8). The nonlinear poleward

advection by the upper-level PV is found to be the

dominant term in this decomposition, responsible for

the overall poleward tendency in the nonlinear advec-

tion terms. The poleward motion of the low-level PV is

thus a basic property of baroclinic instability (although it

is crucially a nonlinear phenomenon, and therefore does

not occur for linear baroclinic waves). The resulting

westward tilt with height implies that the induced me-

ridional velocity on the low-level cyclone, which is lo-

cated to the east of the upper trough, is always poleward

(Fig. 9). This can be considered a baroclinic analog to

the barotropic beta effect (Gilet et al. 2009; Oruba et al.

2013), which is often used to explain the poleward mo-

tion of oceanic vortices and tropical cyclones (e.g.,

McWilliams and Flierl 1979; Wu and Emanuel 1993).

The same considerations could lead us to the conclu-

sion that the positive upper PV anomaly should propa-

gate equatorward. However, since the upper-level PV is

much stronger than the lower-level PV, the nonlinear

advection from the lower-level PV is weaker. This was

verified by performing a piecewise PV inversion for the

upper-level winds (not shown).

The PV analysis also emphasizes the crucial role of

LHR in the poleward motion of the cyclone (Fig. 10).

As a result of the inherent zonal asymmetry of the cy-

clone, whose winds transport poleward warm and moist

tropical air to its east, LHR is maximized on its north-

eastern side. This, in general, increases both the static

stability and the absolute vorticity at lower levels; hence,

strengthening the PV perturbation at lower levels

(Fig. 11). Thus, a strong positive PV tendency forms at

lower levels, propagating the anomaly eastward and

poleward.

The conclusions drawn here may potentially be used

to explain the differences between cyclone and anticy-

clone propagation. High pressure systems, associated

with anticyclonic motion, are usually located on the

westward side of the upper-level trough. Thus, the in-

duced upper-level winds tend to advect anticyclones

equatorward. However, high pressure systems are

characterized by downward motion (rather than upward

as in cyclones). Hence, the additional effect caused by

LHR that contributed to the poleward tendency of the

low-level cyclones, does not occur for anticyclones. In

addition, anticyclones are generally weaker than cy-

clones, hence, the PV tendencies associated with them

are smaller. The equatorward tendency of anticyclones

is, therefore, weaker, and is possibly reduced even fur-

ther by the nonlinear interactions with neighboring

cyclones.

Our study also showed that during the growth stage

of the cyclone, the decomposition of the low-level PV

tendency does not change much over time, although

it changes significantly in the decaying stage. The

poleward deflection appears to increase as the cyclone

matures, but is completely halted by the end of the life

cycle. This is consistent with the barotropization and

vertical alignment that occurs as the cyclone decays. In

addition, it was found that stronger cyclones tend to

propagate more poleward (Fig. 14b). This is again related

to the larger westward tilt with height that was found for

stronger cyclones, compared to the more barotropic

structure that characterizes the weaker ones.

FIG. 14. The dependence on the averaged low-level maximum

PV intensity of (a) the normalized total PV tendency (red), the

normalized PV tendency due to horizontal advection (blue), and

the normalized PV tendency due to LHR (green), and (b) the av-

eraged latitudinal drift of the cyclones. Normalization is achieved

by dividing the actual tendencies by the maximum intensity of the

corresponding composite group.Dashed lines in each plot show the

corresponding best-fit line.
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Although the treatment in this study was zonally

symmetric, the mechanism described here to explain the

poleward tendency of extratropical cyclones may also

explain the poleward tilt of localized storm tracks, such

as those observed in the NH. The localized temper-

ature gradients off the NH eastern continental

boundaries result in regions of high baroclinicity;

hence, more storms are being generated locally in

these regions. Once formed, the cyclones potentially

drift poleward in a similar manner to that described

above. The higher baroclinicity often results in en-

hanced downstream EKE (e.g., Kaspi and Schneider

2011, 2013), hence, stronger storms that are also

characterized by stronger PV anomalies and stron-

ger velocities. Thus, both the nonlinear interaction

and the LHR are larger. Therefore, we expect in

general to find higher deflection of storms in local-

ized storm tracks compared to the zonally symmetric

case presented here.

These arguments may also help to understand the

observed difference between the tilt of the Pacific and

theAtlantic storm track. Since the latter is characterized

by larger EKE (Deng and Mak 2006; Mak and Deng

2007, see also Fig. 1), which implies stronger cyclones,

both the LHR and the poleward advection by the upper-

level PV are expected to be larger. This can result in

larger poleward deflection of storms in the Atlantic

storm track compared to the Pacific, which is consistent

with the more tilted storm track observed there (Fig. 1).
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