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Transcriptional responses to extracellular stimuli involve tuning the rates of transcript production
and degradation. Here, we show that the time-dependent profiles of these rates can be inferred from
simultaneous measurements of precursor mRNA (pre-mRNA) and mature mRNA profiles.
Transcriptome-wide measurements demonstrate that genes with similar mRNA profiles often
exhibit marked differences in the amplitude and onset of their production rate. The latter is
characterized by a large dynamic range, with a group of genes exhibiting an unexpectedly strong
transient production overshoot, thereby accelerating their induction and, when combined with
time-dependent degradation, shaping transient responses with precise timing and amplitude.
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Introduction

A major component of cellular response to changing condi-
tions is a shift of the transcriptome to a new state, which is
more adequate for facing the new environment. In eukaryotes,
this shift is governed by a highly dynamic interplay between
epigenetic, co-transcriptional and post-transcriptional pro-
cesses, which determine the temporal concentration profiles
of RNAs by controlling their production and degradation
(Orphanides and Reinberg, 2002; Garneau et al, 2007). The
most commonly used mathematical description of the
transcriptional response is expressed by the following differ-
ential equation (Gorini and Maas, 1957):

dM

dt
¼ b� aM ð1Þ

Here, M is the mRNA concentration, dM/dt is its rate of change
with respect to time t, b denotes the rate of transcript
production and a is the transcript degradation coefficient.
Response of a gene to stimulus is commonly described as an
abrupt shift of its b and/or a to new values, which then remain
constant (see Figure 1A, B, D and E). mRNA concentration
then approaches its new asymptotic value, b/a, with kinetics
determined solely by the mRNA degradation coefficient a

(Alon, 2007). Thus, a small steady-state value of a implies
slow dynamics (a long mRNA half-life, T1/2¼ln2/a) and also
supports an economically favorable low production rate
(Shalem et al, 2008; Elkon et al, 2010).

Notably, many organisms across the phylogenetic tree
exhibit rapid rise times of long-lived mRNAs, in contradiction
to this simple model. In bacteria, accelerated production can
be achieved by time-delayed negative autoregulation (Rosen-
feld et al, 2002) and in yeast through transcriptional control by
an incoherent feed-forward loop (Mangan and Alon, 2003;
Mangan et al, 2003). In mammalian systems, however, the
operational strategies which govern transcript production and
degradation profiles remain less well characterized.

Important case studies for dynamics of transcript production
and degradation are exposure to serum, pathogen components
such as lipopolysaccharide (LPS), or growth factors like the
epidermal growth factor (EGF). These stimuli initiate well-
characterized signaling cascades that culminate in orche-
strated transcriptional responses involving primary and
secondary response genes (PRGs and SRGs; Cochran et al,
1983; Lau and Nathans, 1987; Iyer et al, 1999; Amit et al, 2007;
Medzhitov and Horng, 2009). PRGs include immediate-early
genes (IEGs), whose mRNA expression often peaks during the
first hour and delayed early genes (DEGs), which mostly peak
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during the second hour and mainly comprise delayed PRGs
(Amit et al, 2007; Tullai et al, 2007; Hao and Baltimore, 2009).
While PRGs are rapidly induced by pre-existing transcription
factors, without de novo protein synthesis (Herschman, 1991;
Byun et al, 2009; Hargreaves et al, 2009; Ramirez-Carrozzi
et al, 2009; Wang et al, 2009), induction of SRGs depends upon
newly synthesized activators. Correct identification of tran-
scripts as PRG or SRG is of central importance in order to
understand the networks that govern the response to stimulus.
According to currently accepted views, IEGs primarily
comprise transcriptional regulators and are mostly encoded
by short, intron-poor and short-lived transcripts. Their rapid
induction is facilitated by permissive chromatin structures and
by swift attenuation of pre-existing negative regulators
(Hargreaves et al, 2009; Avraham et al, 2010). Expression of
IEGs is controlled by activation-dependent feedback (e.g.,
receptor endocytosis), by negative autoregulation and by
DEGs (Sassone-Corsi et al, 1988; Carballo et al, 1998; Amit
et al, 2007). The latter regulate IEGs by transcriptional
repression, destabilization of IEG transcripts or by attenuating
the signaling pathways that lead to IEG induction. Regulation
of DEGs remains less understood. The lag in their expression
has been attributed to their distinct promoter properties, and to
delays in transcription initiation and elongation (Tullai et al,
2007; Ramirez-Carrozzi et al, 2009). Intriguingly, many DEGs

encode for long-lived mRNAs, yet they are rapidly induced
(Tullai et al, 2007).

The aim of our study is to uncover and quantify the
dynamics of transcriptional responses to stimuli and to
elucidate the operational strategies that govern them. To this
end, we introduced a simple method that allows, for the
first time, genome-wide simultaneous measurement of pre-
mRNA and mRNA expression. When combined with a new
mathematical model for transcription dynamics, production
and degradation profiles (i.e., time-dependent functions)
can be reliably inferred from these measured pre-mRNA and
mRNA profiles. Our transcriptome-wide study reveals that
transcript production rates, reflected by pre-mRNA profiles,
exhibit a high dynamic range, and identifies a subset of
genes that exhibit novel relationships between transcript
production and mRNA abundance profiles. In particular,
we identify genes that exhibit pre-mRNA fold changes (FCs)
that exceed by an unexpectedly high margin those of the
associated mRNA. Indeed, such temporally confined produc-
tion overshoot is used to solve the ‘conflict’ between long
mRNA half-life and the need for rapid response. Taken
together, our findings reveal complex dynamics of both
pre-mRNA production and mRNA degradation rates, which
shape the expression profiles of mRNAs in response to
extracellular stimuli.
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Figure 1 Pre-mRNA and mRNA response profiles for stimulus-induced production and degradation changes. Different time-dependent production rates (green) and
degradation coefficients (gold) are shown in the left column. Resulting pre-mRNA (red) and mRNA (blue) profiles, obtained by numerically solving Equations (4) and (5),
are presented for mRNAs with initial half-lives of 30 and 120 min in the middle and right columns, respectively. All strategies yield a 5-fold change in the steady-state
mRNA level, pre-mRNA profiles closely mimic production, while mRNA FC profiles are delayed and may be qualitatively different. (A) Five-fold step increase of
production rate at time t¼0. A rapid increase of pre-mRNA levels is followed by slower mRNA response. Dashed black line indicates the rise time to half of the aimed
level, determined by the mRNA half-life. (B) Signal-induced 5-fold step decrease of degradation rate. Pre-mRNA levels reflect unchanged production; mRNA
accumulates now more slowly compared with (A). (C) Signal-induced transient overshoot in production rate accelerates mRNA induction, particularly for mRNAs with
long initial half-lives. (D) Five-fold step decrease in production rate at t¼0. (E) Degradation driven downregulation: response time is shorter due to reduction of the
mRNA half-life. (F) A transient overshoot in degradation accelerates response time of downregulated genes.
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Results

Inference of production and degradation profiles
requires measurement of pre-mRNA and mRNA
dynamics

Cellular response to stimuli involves time-dependent variation
of the production rate b and the degradation coefficient a of
Equation (1). Exact inference of two unknown functions (a(t)
and b(t)) from the time-dependent mRNA abundance M(t)
alone is impossible. Furthermore, the expression profiles of
transcripts with typical mRNA half-lives track very poorly the
profile b(t) of RNA production (Barenco et al, 2009; Hao and
Baltimore, 2009). Thus, independent assessments of produc-
tion or degradation rates (Fan et al, 2002; Shalem et al, 2008;
Hao and Baltimore, 2009) are necessary.

Direct measurements of a(t) and b(t) involve interference
with the system: prototypical methods induce transcription
arrest (e.g., by actinomycin D, ActD) followed by measure-
ments of mRNA decay to obtain mRNA half-lives. More
recently introduced methods involve biosynthetic tagging by
averaging the incorporation of labeled nucleotides (e.g., 4-
thiouracil, 4-sU) over a certain time interval to measure newly
synthesized RNA (Miller et al, 2011; Rabani et al, 2011;
Schwanhausser et al, 2011). When combined with measure-
ments of mRNA abundance, either method can be used to infer
production and degradation rates. Transcription arrest may
alter transcript stability and thereby the measurement may
affect the properties one wishes to measure. Methods based on
incorporation of labeled nucleotides are more promising, and
the underlying assumptions, that cellular uptake and incor-
poration of tagged nucleotides is constant over stimulus, and
that labeled transcripts are spliced, exported from the nucleus
and degraded at the same rate as their unlabeled counterparts,
may be valid. By contrast, our method involving simultaneous
and direct measurements of mRNA and pre-mRNA abundance
profiles, M(t) and P(t), is not only much simpler, but also free
of any ‘interference’ with either transcription or mRNA
degradation. Moreover, since no time interval for labeling is
required, our method allows for tracking of pre-mRNA and
mRNA profiles at high temporal resolution.

Mathematical modeling of the transcription
process

We extended the ‘minimal model’ of Equation (1) and describe
production of a particular transcript in terms of P(t) and M(t).
Dynamics of these variables are described by two coupled
linear differential equations of the form

dP

dt
¼ bðtÞ � a1PðtÞ ð2Þ

dM

dt
¼ a1PðtÞ � a2ðtÞMðtÞ ð3Þ

Here, b is the (time-dependent) production rate of pre-mRNA,
a1 denotes the conversion (splicing) coefficient of pre-mRNA
to mRNA and a2(t) represents the degradation coefficient of
mRNA. This simple model relies on the following main
assumptions:

(i) Time-dependent production rate: in principle, the produc-
tion rate of a particular transcript may depend on the
activity of various proteins (e.g., transcription factors, Pol
II and so on), and may occur monotonically or in
transcriptional bursts (Suter et al, 2011). We assume that
all these can be absorbed in an effective (gene-specific)
time-dependent production rate b(t) (Larson et al, 2011;
Suter et al, 2011). We do not introduce explicit dependence
of b on either P or M, because Pol II most likely elongates
across the distal transcription units irrespective either of
the number of polymerases recruited or of previous
rounds of transcription (Darzacq et al, 2007; Hager et al,
2009; Singh and Padgett, 2009; Wada et al, 2009; Larson
et al, 2011; Suter et al, 2011).

(ii) For most genes, the measured data can be explained and
fitted well without incorporating in the model processes
involving storage or transport of mRNA to specific cellular
compartments (e.g., export to the cytoplasm). The main
approximation introduced by this assumption is that even
though mRNA is degraded only in the cytoplasm, in our
model degradation is proportional to M(t), the total mRNA
(rather than to the cytoplasmic fraction). Since the vast
majority of the mRNA transcripts we study do localize to
the cytoplasm (data not shown) and export of newly
synthesized mRNA to the cytoplasm occurs much faster
than mRNA degradation, using a2M as the degradation
rate is a good approximation.

(iii) Degradation of pre-mRNA in the nucleus, beyond its
conversion to mRNA, is minimal. Hence, all pre-mRNA
lost (in Equation (2)) is converted and reappears as mRNA
(in Equation (3)).

(iv) The conversion coefficient a1 is independent of time and is
not affected by the stimulus.

As described below, assumptions (iii) and (iv) were confirmed
experimentally. Finally, our model conforms with the fact that
pre-mRNA splicing temporally coincides with other processing
events such as capping, RNA editing and poly(A)-tail addition
(Hirose and Manley, 1998; Orphanides and Reinberg, 2002;
Proudfoot et al, 2002).

In both quantitative PCR (qPCR) and microarray measure-
ments, the output signal for different nucleotide sequences is
characterized by different amplification and hybridization
efficiencies. Hence, these measurements yield reliably only
relative concentrations, for example, FC, measured, for each
transcript, with respect to its concentration in some reference
condition. Throughout this study, we used the pre-stimulus
state, t¼0, as our reference, and all relative concentrations
shown are the FC with respect to this reference. Hence, we
used a trivial transformation of variables to cast Equations (2)
and (3) in a form that presents the dynamics of normalized FC
variables, X̂(t)¼X(t)/X(0), where X stands for any of the
quantities P, M, b, a:

dP̂

dt
¼ a1½b̂ðtÞ � P̂ðtÞ� ð4Þ

dM̂

dt
¼ a2ð0Þ½P̂ðtÞ � â2ðtÞM̂ðtÞ� ð5Þ
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These are the actual dynamic equations we used to infer for
each transcript its normalized, time-dependent production and
degradation rates b̂(t) and â2(t). These rates were inferred (see
Materials and methods) from measurements of the corre-
sponding P̂(t) and M̂(t). Note that for fast conversion, that is,
a1b1, Equation (4) can be rewritten (using first order Taylor
expansion) as b̂(t)EP̂(tþ 1/a1), demonstrating that the
production FC profile is given, to good approximation, by
the time-shifted pre-mRNA FC.

Pre- and post-stimulus values of conversion coefficients
a1(t) were determined by direct measurements (see below in
subsection Conversion with a constant coefficient dominates
pre-mRNA outflux) while degradation coefficients a2(0) were
derived from the transcript FC profiles by optimization of the
fit to the data (see Materials and methods).

The predicted transcript responses to different
production and degradation profiles

To demonstrate the time-dependent FC of pre-mRNA and
mRNA generated by our model, we solved numerically
Equations (4) and (5) for different time-varying forms of
transcript production b̂(t) and degradation â2(t). We find that
the temporal pre-mRNA profile closely resembles the time-
dependent transcript production rate b̂(t) for both upregulated
and downregulated transcripts (Figure 1).

In contrast, the profile of mRNA is affected also by
degradation and exhibits much slower kinetics, particularly
for mRNAs with long half-lives (Elkon et al, 2010). In terms
of end point steady-state levels, a 5-fold increase in production
(Figure 1A) is equivalent to a 5-fold reduction in degrada-
tion (Figure 1B). However, the response time, that is, the
time until half the end point change is reached, is much longer
in the latter case. Our simulations of upregulation also
demonstrate that a simple step to new production or
degradation rates cannot generate the rapid dynamics of
transcriptional responses that were in fact observed across a
series of experimental conditions (Iyer et al, 1999; Amit
et al, 2007, 2009), especially for medium to long-lived mRNAs.
In contrast, as seen in Figure 1C, marked acceleration of the
response of even long-lived mRNAs can be achieved by a
strategy of production overshoot (defined as a transient
increase of the pre-mRNA FC to values that exceed at
least twice the maximal mRNA FC). Thus, unlike the
response time to simple step changes in b and/or a2, which
is governed by a2 alone (Alon, 2007; Shalem et al, 2008; Elkon
et al, 2010), our results emphasize the importance of
short pulses of production to achieve rapid transcriptional
induction.

Simulations of responses to different strategies that lead to
downregulation are shown in Figure 1D–F. In order to
accelerate downregulation, cells have to transiently increase
degradation rates; otherwise even complete arrest of produc-
tion will result in decay at a rate not faster than the initial half-
life of the transcript.

Another point to note is the insensitivity of the mRNA
profiles to the precise value of the conversion coefficient a1.
The reason is that typically conversion times are much shorter
than mRNA half-lives (Supplementary Figure S1A).

Measuring pre-mRNA and mRNA expression using
intronic and exonic probe sets

As a model system for studying strategies of mammalian
transcriptional responses to extracellular signals, we used the
human mammary epithelial MCF10A cell line. Within 8 h of
stimulation with EGF, MCF10A cells develop a migratory and
invasive phenotype that requires de novo transcription of pro-
migratory genes (Amit et al, 2007; Katz et al, 2007).
Importantly, under our experimental conditions MCF10A cells
remain viable for over 10 days, but do not proliferate, thus
precluding the confounding effect of mRNA dilution due to cell
division (see Materials and methods).

We extracted total RNA from biological triplicates at 7 time
points following stimulation, hybridized these samples to 21
Affymetrix GeneChip Human Exon 1.0 ST Arrays, and
measured, for the first time, transcriptome-wide dynamics of
mRNA and pre-mRNA. The key to this advance was using
signals from exonic and intronic probe sets (PS), both present
on these arrays (Figure 2A). Owing to the instantaneous
degradation of introns that were spliced out of pre-mRNA
(Singh and Padgett, 2009), the signal of intronic PS reflects the
amount of the respective pre-mRNA (validated for example for
the VCL gene by comparing Figures 2D and 3C). Exons, on the
other hand, are common to both pre-mRNA and mature
mRNA. Because mature mRNA abundance vastly exceeds that
of pre-mRNA (the ratio of their steady-state levels equals the
ratio of their half-lives), the signals of exonic PS are dominated
by mRNA.

We classified each PS as interrogating exons or introns, by
combining annotation-based criteria with constraints on
signal quality and intensity (see Supplementary information).
Properly weighted intronic readings were used to assess, at
each time point, the gene-level pre-mRNA expression, while
gene-level mRNA expression levels were computed by
combining signals from the gene’s exonic PS. Of note, our
strategy of using signals from intronic PS to measure changes
in pre-mRNA expression may be applicable to most multi-
cellular organisms: Analysis of the number of intron-contain-
ing genes and the size of their introns revealed that the
majority of genes, from C. elegans to human, contain introns
that are large enough to be interrogated by one or more PS
(Supplementary Figure S2). The main limitation in this
methodology may reside in (i) the paucity of intronic PS in
existing microarray platforms and (ii) difficulty to detect gene-
level intronic FC above noise level in less abundant transcripts.
Analysis of three biological replicates of each time point
permitted us to reliably detect gene-level exonic FC for about
8000 genes. In nearly half of those, a sufficient number of
intronic PS (see Materials and methods) were present and
exhibited a signal clearly exceeding noise level, thus allowing
definition of gene-level intronic FC values (see Supplementary
information and Supplementary Figure S3).

Genome-wide time-dependent pre-mRNA and
mRNA transcriptional responses to EGF
stimulation

By measuring the FC of pre-mRNAs (introns) and mRNAs
(exons) at 7 time points, we identified 441 transcriptionally
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Figure 2 EGF induces distinct transcriptional dynamics of pre-mRNAs and mRNAs in MCF10A cells. (A) Experimental outline: MCF10A mammary epithelial cells were
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respective time points compared are shown. Error bars (in gold) represent standard deviations. Note that intronic and exonic PS display different behavior and dynamic range.
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induced genes (with maximum FC exceeding 2.1 for pre-
mRNA and 1.5 for mRNA, see Supplementary information for
choice of cutoffs). Figure 2B displays the time-dependent FC
profiles of these genes. Genes were first grouped according to
the peak time of their mRNA FC; members of each group were
then internally ordered according to the peak time of their

pre-mRNA. Finally, each subgroup of transcripts that shared
both mRNA and pre-mRNA peak times was sorted by the
correlation between the two profiles (see right bar on Figure 2B
and Supplementary information). As expected, the onset and
peak expression time of introns typically preceded that of
exons (Figure 2B; Supplementary Figure S1B–E). Surprisingly,
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most genes exhibited markedly different temporal profiles of
mRNA and pre-mRNA expression (Figure 2B, right bar). For
instance, the mRNA of LAMC2 peaked 8 h after EGF stimula-
tion, while its pre-mRNA had reached its maximum FC already
after 20 to 30 min (Figures 2B and 3E). Strikingly, genes with
similar peak times of mRNA expression exhibited clearly
distinct pre-mRNA dynamics. Intuitively, genes with similar
pre-mRNA profiles would be more likely to share common cis-
regulatory elements compared with genes exhibiting similar
mRNA profiles. Our analyses of genes sharing either similar
pre-mRNA or mRNA profiles, however, did not reveal a
significant enrichment in known transcription factor-binding
DNA sequence motifs (data not shown). Importantly, by
20 min after EGF stimulus, pre-mRNA levels of most upregu-
lated mRNAs had already increased (see heatmaps in
Figure 2B), suggesting that the initial regulation of these genes
occurs via the primary transcriptional response, whereas the
amplitude and duration of induction of these genes may be
differentially shaped by newly synthesized transcriptional and
post-transcriptional regulators.

Complementary time-dependent amplitude information
revealed that most of the induced genes exhibited much
higher and narrower peaks of pre-mRNA FC compared with
mRNA FC (Figures 2C and 3). Whereas the early FC of many
pre-mRNAs tremendously exceeded that of their respective
mRNAs, their FCs at later time points were comparable. In
particular, the peak pre-mRNA FC of 18% (79/441) of the
induced genes exceeded the peak FC of their corresponding
mRNAs by 42-fold (green lines on the bar in Figure 2B and
green dots in Figure 2C). We refer to these as genes exhibiting
production overshoot. The role of a brief pulse of production
which significantly exceeds the eventual mRNA FC is to
accelerate the rise of mRNA abundance and thereby shorten
response time. Production overshoot is the strategy of choice
to overcome the ‘dynamic barrier’ imposed by long mRNA life
times on the ‘classical’ step rise in production described above
(Figure 1A). Production overshoot is not synonymous (see
Figure 2C) to having either higher long-time mRNA FC or to a
transient peak of mRNA abundance.

Genes exhibiting production overshoot are
mostly PRGs

Production overshoot was typically found in genes exhibiting
significantly earlier onset and peak of production, as well as
earlier mRNA peak time compared with genes without
overshooting introns. For example, within the first 40 min of
EGF stimulation pre-mRNA levels had increased by 42-fold in
96% of the overshooting versus 45% of the non-overshooting
genes (Supplementary Figure S1B–E). Such rapid kinetic
characteristics identify genes with production overshoot as
PRGs. To examine this notion, we considered a data set of 98
genes identified as PRGs in glioblastoma cells stimulated with
the platelet-derived growth factor in the presence of cyclohex-
imide (Tullai et al, 2007). Thirteen (13%) of these PRGs were
also transcriptionally induced by EGF in our MCF10A cells.
Nine out of these thirteen PRGs (69%) exhibited production
overshoot in MCF10A cells indicating highly significant over-
lap (Po4.0E�06, hypergeometric test). Functional annotation

analysis (Huang da et al, 2009) of the overshooting genes
revealed their significant enrichment by functional categories
associated with cell adhesion and motility (Supplementary
File 1).

A typical example of production overshoot is shown in
Figure 2D for the vinculin (VCL) gene, which encodes for a
tension sensor localized to focal adhesions. Here, EGF
stimulation leads to a transient, 16-FC in expression of intronic
PS, reached 40–60 min after stimulation and rapidly fading
thereafter. In contrast, exonic PS display delayed and much
more subtle changes, exhibiting a peak FC of 2 between 120
and 240 min followed by a slow decrease. Note that in large
genes such as VCL (122 kb) or ITGA2 (105 kb, Supplementary
Figure S4), the space-time dependence of intronic PS reflects
the propagation of the initial wave of polymerases sweeping
along the gene (Singh and Padgett, 2009; Wada et al, 2009;
Figure 2D).

Inferring transcript production and degradation
dynamics from pre-mRNA and mRNA profiles

To obtain time-dependent transcript production and mRNA
degradation rates, we measured pre-mRNA and mRNA
expression profiles by qPCR (see Materials and methods and
Supplementary Figure S5) in a frequently sampled time course
experiment. We selected 12 upregulated genes (indicated in
Figure 2B), 9 with production overshoot and, for comparison,
3 without production overshoot. Additionally, we profiled
MYC as well as three dramatically induced IEGs: HBEGF,
NR4A1 and PTGS2 (IEGs would otherwise have been under-
represented in our analyses due to lack of a sufficient number
of intronic PS, see Materials and methods). Results for
downregulated genes are described later (Figure 4).

Overshooting pre-mRNA levels occurred in genes with
diverse mRNA profiles, such as exhibiting transient or
sustained induction, high or low level fold change, and early
or late peaks (Figure 3; Supplementary Figure S5). Genes, for
which exon arrays did not reveal an overshoot in intron
profiles, did not exhibit overshoot in qPCR measurements
either (Figure 3G and H; Supplementary Figure S5), validating
the array results. Transcript production and degradation
dynamics (Figure 3, b̂(t) and â2(t) are shown in green and
gold curves, respectively) were inferred from measured pre-
mRNA and mRNA time courses (as described in Materials and
methods).

Importantly, these functions were obtained without any
interference with the transcriptional response.

In an independent experiment, we measured the values of
the pre-mRNA conversion coefficient a1, in the pre-stimulus
steady state as well as following stimulation, using transcrip-
tion arrest during short temporal intervals (see below,
Supplementary Figure S6A). These values were found to
be highly similar across all transcripts analyzed. Since the
relevant time scale of conversion is a few minutes, the
problems associated with the severe disruption of the cells
(caused by transcription arrest) have not yet taken effect and
the results are reliable. By contrast, the pre-stimulus mRNA
degradation coefficients a2(0) could reliably be determined
without transcription arrest, by fitting our data (see Materials
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and methods), and exhibited wide variation between tran-
scripts. Analysis of the statistical error of the inferred profiles
(described in Supplementary information) shows that the
observed temporal variations are statistically significant.

Profiles shown in Figure 3 reveal that the overshoot in pre-
mRNA levels reflects an overshoot in the production rate. In
contrast to pre-mRNA levels, mRNA levels often peaked while
production had already decreased much below its peak level,
or even returned to its initial level (e.g., see NR4A1 and VCL in
Figure 3B and C). Some of the genes also exhibited a second,
albeit much smaller, peak of production (e.g., TUFT1 in
Figure 3D and CD55 in Supplementary Figure S5).

mRNA degradation coefficients of several genes also
exhibited non-monotonic behavior, including stabilization at
long times (e.g., AREG and HBEGF; Figure 3G and H),
demonstrating that cells delicately balance degradation with
time-varying production to establish the desired temporal
mRNA profiles. The inferred EGF-induced changes of mRNA
stability at long times were qualitatively confirmed by

experiments employing transcription arrest (Supplementary
Figure S6B). The inferred (slightly o2-fold) stabilization in
AREG and HBEGF (see Figure 3G and H) was confirmed, while
the actual measured degradation times were significantly
longer than the ones inferred without transcription arrest (pre-
stimulus for AREG 69 versus 26 min, for HBEGF 28 versus
18 min), indicating the extent to which such methods are
comparable.

Downregulated genes

An important aspect of transcriptional response involves
downregulation of many transcripts. Due to the typically long
mRNA half-lives, the timing of transcript production shut-
down is hard to determine from mRNA data. We identified 364
downregulated genes characterized by exon FCo0.7 and/or
intron FCo0.5. Time-dependent mRNA and pre-mRNA
temporal profiles of these genes emphasize again the mis-
match between mRNA and production profiles (Figure 4A).
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Transcription dynamics of six genes, measured at high
temporal resolution (Figure 4B), revealed non-trivial produc-
tion dynamics, mostly involving pronounced early shut-down
followed by partial restoration of production. Importantly, in
our experimental system, mRNA downregulation always
involved a decrease of production (versus relying on mRNA
degradation only, e.g., Figure 1F).

Conversion with a constant coefficient dominates
pre-mRNA outflux

Inference of production and degradation profiles from our
model was derived assuming that the pre-mRNA to mRNA
conversion coefficient a1 does not vary with time. An
alternative scenario, of conversion slowing down (due to
either saturation of the pre-mRNA processing machinery (Patel
et al, 2002; Pessa et al, 2006; Singh and Padgett, 2009) or to

prolonged nuclear retention of incompletely processed tran-
scripts (Prasanth et al, 2005)), could lead to pile-up of pre-
mRNA and interfere with correct estimation of production
rates. To exclude this possibility, we directly calculated the pre-
mRNA conversion coefficients (a1) from measurements of pre-
mRNA decay following transcription arrest. This was done for
both unstimulated MCF10A cells and EGF-stimulated cells,
yielding very similar decay rates of pre-mRNA under the two
conditions (Figure 5A; Supplementary Figure S6A), confirm-
ing our modeling assumptions: indeed, a1 remains unchanged
over a large range of pre-mRNA concentrations.

Another explicit assumption of our model is that the half-life
of pre-mRNA is mainly determined by conversion to mRNA,
rather than by degradation. Conceivably, a significant level of
pre-mRNA degradation by the nuclear RNAi machinery, that
changes in the course of the stimulus (Bousquet-Antonelli
et al, 2000; Hargreaves et al, 2009; Guang et al, 2010), could
also contribute to the increased pre-mRNA levels, which we
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Pre-mRNA and mRNA dynamics in response to stimuli
A Zeisel et al

& 2011 EMBO and Macmillan Publishers Limited Molecular Systems Biology 2011 9



attributed to sharply increased production. Because for most
genes the ratio of pre-mRNA to mRNA is very low—even close
to the peak of pre-mRNA—assessing the quantitative impact of
pre-mRNA degradative processes is quite challenging. To
accomplish this, we analyzed two highly induced genes
(PTGS2 and NR4A1), both exhibiting overshooting pre-mRNA.
We arrested transcription near the point of maximum pre-
mRNA accumulation (at which the pre-mRNA to mRNA ratio
was high enough), and measured pre-mRNA, mRNA and exon
FCs by qPCR. Since the copy number of exons is preserved by
pre-mRNA conversion, but not preserved when pre-mRNA is
degraded, loss of exons would be indicative of non-negligible
pre-mRNA degradation. We found that conversion was the
predominant process of pre-mRNA depletion; the rapid decay
of pre-mRNA was accompanied by nearly constant exon
abundance and an increase of mRNA (Figure 5B).

Production overshoot accelerates the induction of
mRNAs

Our results demonstrate that the production dynamics of many
induced genes do not exhibit a simple step increase
(Figure 1A); rather, production overshoot is the strategy of
choice (Figure 1C) and is most likely employed in order to
accelerate mRNA response. Therefore, we compared the
temporal profiles of mRNAs of induced transcripts with and
without pre-mRNA overshoot. To eliminate the confounding
effect of mRNA half-life, we first grouped genes into sets of
similar half-lives, and then compared the dynamics of
transcripts within each set. mRNA half-life was estimated for
all induced genes using the fitting procedure as described in
Materials and methods.

Beyond revealing the expected faster response and earlier
peak times for short-lived versus long-lived mRNAs (Shalem
et al, 2008; Hao and Baltimore, 2009; Elkon et al, 2010), our
analyses demonstrated clearly shorter response times for
genes exhibiting production overshoot across the entire range
of mRNA half-lives (Figure 6). Similar results were obtained,
when information on mRNA half-lives from another data
source, which employed biosynthetic labeling (genomic
run-on) methods to calculate mRNA half-lives in different cell
lines, was used (Friedel et al, 2009; Supplementary Figure S7).

Production overshoot is a generic operational
strategy enabling accelerated response

To evaluate the generality of production overshoot in
transcriptional responses, we studied two additional very
disparate cell types subjected to different types of stimuli,
namely LPS-stimulated murine bone marrow-derived primary
dendritic cells (DCs), and human embryonic stem cells
(hESCs) exposed to retinoic acid (RA). Binding of LPS to
Toll-like receptor-4 at the plasma membrane instigates
signaling cascades that culminate in the activation of
transcription factors such as NFkB, which induce an inflam-
matory response and maturation of DCs (Medzhitov and
Horng, 2009; Supplementary Figure S8A). By contrast, RA
diffuses through the cell membrane and forms a transcription
regulatory complex with the RA receptor, which promotes

hESC differentiation toward ectodermal (i.e., neuronal) fates
within several days (Supplementary Figure S8B; Boyer et al,
2005).

In both systems, the temporal profiles of pre-mRNAs and
mRNAs during the very initial phase of the transcriptional
response to stimulation revealed transcripts exhibiting pro-
duction overshoot, along with several known changes in
mRNA stability accompanying transcriptional induction (Hao
and Baltimore, 2009; Figure 7; Supplementary Figure S9). The
observed occurrence of production overshoot in the three very
different stimulated systems described herein demonstrates
that this operational strategy is a general characteristic of
mammalian transcriptional responses to extracellular cues.

Discussion

Transcriptional responses of cells to external signals involve
orchestrated changes in transcript production and degradation
rates. These changes are often assumed to be simple shifts of
production and degradation to new constant values. By
combining mathematical modeling with measured temporal
profiles of pre-mRNA and mRNA abundance in response to
extracellular stimuli, we obtained, with unprecedented resolu-
tion, the time-dependent behavior of the processes that control
transcript induction, that is, production and degradation. We
discovered and quantified a most prominent feature of the pre-
mRNA profiles of many genes, reflecting a transient pulse of
production of previously unanticipated high dynamic range.
Thus, production FC can exhibit a large overshoot over
eventual mRNA FC. Moreover, genes with similar mRNA peak
times exhibit a wide variation in production peak times,
suggesting that the expression of such genes may be governed
by different regulatory elements. Most EGF-induced genes
initiate their production within the first hour after stimulation
(Supplementary Figure S1B and C, blue curves). Two recently
published studies addressed related issues. The first used
global run-on and sequencing (Gro-seq) in a breast cancer cell
line after estradiol stimulation (Hah et al, 2011), while the
second used pulse labeling by 4sU in LPS-stimulated DCs.
In agreement with our results, the first study reported that a
large fraction of the transcriptional response was executed very
rapidly, while the ensuing change of mRNA abundance was
delayed by intervals that varied between 1 and 3 h. In contrast,
the second study reported that changes in total mRNA lagged
behind the corresponding changes in newly synthesized RNA
by a fairly uniform interval of 15–30 min (Rabani et al, 2011).

Beyond production, the temporal profiles of mRNA induc-
tion are shaped also by degradation (Barenco et al, 2009; Hao
and Baltimore, 2009). Our quantitative assessment properly
weighs the relative contributions of production and degrada-
tion to the dynamics of transcriptional responses.

Production overshoot is instrumental, together with time-
dependent degradation, in shaping precisely transient expres-
sion profiles, to bring a transcript to the right level at the right
time and for the right duration. We found that most genes
exhibiting production overshoot are bona fide PRGs and are
enriched by executors of the phenotypic response to stimula-
tion. These genes encode for relatively long-lived mRNAs,
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whose levels may be maintained at an economically favorable
low production rate in the absence of stimuli.

Whether the overshoot is a digital all-or-none phenomenon,
tuned only by the fraction of cells responding to stimulation
(Podtschaske et al, 2007) or by the duration of production
(Lahav et al, 2004; Suter et al, 2011), is an open question.
Alternatively, it may comprise a graded transcriptional
response in individual cells, demonstrated, for example, by
independent NFkB binding to adjacent regulatory sites
(Giorgetti et al, 2010). The underlying molecular mechanisms
may also include cooperative action of transcription factors,
regulation of the number of polymerases traveling across the
gene, and regulation of polymerase processivity (Baugh et al,
2009; Wada et al, 2009). The very rapid offset kinetics of
overshooting pre-mRNA production, which often precedes
significant changes in mRNA abundance, suggests that if cells
use feedback to induce this decrease, its mechanism likely

relies on sensing the levels of pre-mRNA or nuclear mRNA,
rather than of cytoplasmic mRNA or protein. An attractive and
likely alternative to feedback is a mechanism of ‘prewired
control’—production is designed to have a transient pulse-like
profile. In different cellular model systems, we found that
different genes exhibit production overshoot at different times,
suggesting that the molecular mechanisms governing produc-
tion overshoot may be gene and context dependent, and will
require additional studies. Our findings are an essential
prerequisite for such studies.

We believe that our demonstration of how similar mRNA
profiles can be generated by very different production profiles
constitutes an important conceptual advance. The insights
gained by our modeling approach and experiments provide a
consistent framework toward quantitative elucidation of
operational and molecular strategies used by cells to regulate
transcriptional responses to extracellular signals.
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Figure 6 Pre-mRNA production overshoot accelerates the response time of mRNAs. Genes that were transcriptionally induced by EGF stimulation of MCF10A cells
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Materials and methods

Cell culture and stimulation

MCF10A cells were cultured as described in Katz et al (2007) and
stimulated with EGF (20 ng/ml) for the indicated intervals. Bone
marrow-derived murine DCs from C57BL/6 mice were prepared as
previously described (Amit et al, 2009) and stimulated with LPS
(100 ng/ml). H9 human ESCs were cultured as described in Supple-
mentary information and stimulated with all-trans RA (1 mM). For RNA
decay experiments, ActD was used as indicated to arrest transcription.

RNA isolation and microarray hybridization

RNAwas isolated using the PerfectPure RNA Cultured Cell Kit (5 Prime,
Hamburg, Germany) including DNAse 1 digestion and rRNA depleted.

Samples were processed as recommended by the microarray manu-
facturer and hybridized to Affymetrix GeneChip Human Exon 1.0 ST
arrays. Microarray data are deposited in Gene Expression Omnibus
(accession number GSE24391).

Real-time qPCR

For qPCR of pre-mRNA and mRNA, respectively, forward primers were
positioned in the second intron and exon, respectively, and a shared
reverse primer was positioned in the third constitutive exon. For
amplification of exon mRNA, primer pairs were positioned in the third
exon. All qPCRs were performed using Power SYBR Green PCR Master
Mix (Applied Biosystems, Foster City, CA) on a 7900HT Fast Real Time
PCR System platform (Applied Biosystems) along with non-template
controls, melt curve analysis and cDNA dilution series. Detailed
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Figure 7 Pre-mRNA production overshoot is a general operational strategy in mammalian transcriptional networks. The plots in (A–F) show qPCR measurements of
pre-mRNA (red) and mature mRNA (blue) expression profiles for selected genes exhibiting production overshoot. Dots represent averages of technical triplicate
measurements and solid lines represent best fit (see Supplementary information). Production and degradation profiles were inferred from these measurements as
described in Materials and methods, and their time-dependent profiles are indicated by green and gold curves, respectively. (A–C) Production overshoot in retinoic acid
(RA)-stimulated human embryonic stem cells. (D–F) Production overshoot in lipopolysaccharide (LPS)-stimulated primary murine dendritic cells.
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methods and curve fitting are described in Supplementary information
and primer sequences are listed in Supplementary File 1.

Microarray data analyses

Affymetrix Expression Console (parameters: Annotation confidence—
full, Summarization method—iterPLIER include DABG, Background—
PM-GCBG, Normalization method—none) was used, followed by
normalization of all arrays together using a Lowess multi-array
algorithm and signal-dependent noise estimation, as described in
Zeisel et al (2010). Annotation and signal-based information was used
to define exonic and intronic PS. Intronic and exonic PS were used to
calculate the gene-level FC of pre-mRNAs and mRNAs. A detailed
description of microarray data processing is given in Supplementary
information and Supplementary Figures S3 and S10.

Inference of transcript production and degradation
profiles

Pre-mRNA, mRNA and exon FC were measured for selected genes
using qPCR at up to 27 time points. For all measurements, the average
of three technical replicates was plotted versus time. In order to infer
the production profile, we used Equation (4). A particular 5-parameter
functional form P̂fit (t) (see Supplementary information) was used and
the parameters were determined by best fit to the data. The value of the
pre-mRNA conversion coefficient was determined for each transcript
(see Figure 5A and Supplementary Figure S6A). The time derivative of
the fitted function was taken (analytically) and Equation (4) was
inverted to yield an analytic form of the production profile,

b̂ðtÞ ¼ 1

a1

dP̂fit

dt
þ P̂fit

Next, for each gene, the pre-stimulus mRNA degradation rate a2(0) and
degradation profile â2(t) were inferred in a nested iterative procedure.
A particular 7-parameter form was assumed for this function (see
Supplementary information). The main iterative procedure is the
following: start with an initial guess â2(t)¼1, optimize (as described
below) the pre-stimulus coefficient to get a2

(1)(0); using this value,
optimize the degradation profile to get a new â2(t), optimize again
a2(0) to obtain the next optimal a2(0) and iterate until convergence.

We describe here the optimization procedure for the case of fixed
a2(0). We took an initial guess â2

(0)(t), substituted it for â2(t) in the right
hand side of Equation (5), together with the analytic fitted function
P̂fit(t). Next, we integrated Equation (5) numerically to yield an
approximate M̂(0) (t). The least squares deviation of this function from
the measured data was calculated, and new values for the parameters
were set to define â2

(1)(t). The process was iterated until convergence to
a function â2(t) that gave the best fit to the measured M̂(t). A similar
iterative process was used to optimize the pre-stimulus degradation
coefficient for a given degradation profile (â2(t)).

The error of the inferred functions, estimated on the basis of the
qPCR measurement noise, is explained in Supplementary information
and presented, for a single transcript, NR4A1, in Supplementary Figure
S11.

Functions used for fit

The functions used to fit the pre-mRNA and degradation FC profiles,
P̂fit (t) and â2(t) are described in detail in Supplementary information.

Supplementary information

Supplementary information is available at the Molecular Systems
Biology website (www.nature.com/msb).
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1 Supplementary Information

1.1 Cell culture

The non-transformed human mammary epithelial MCF10A cell line was obtained from ATCC (Manas-

sas, Virginia, USA) and maintained in full medium composed of 1:1 DMEM:F12(HAM), 10 µg/ml insulin,

100IU/0.1mg per ml Penicillin/Streptomycin (all from Biological Industries, Beit Haemek, Israel), 0.5 µg/ml

hydrocortisone (Calbiochem, La Jolla, CA, USA), 5% heat-inactivated horse serum (ATCC), 0.1 µg/ml cholera

toxin and 10 ng/ml EGF (all from Sigma-Aldrich, Rehovot, Israel). For experiments, subconfluent, low pas-

sage MCF10A cells were harvested by careful trypsinization, washed, and plated for 24 hours in full medium

without EGF. Cells were then starved for 24 hours in DMEM:F12(HAM) containing 0.9% horse serum and

antibiotics, followed by stimulation with EGF (20 ng/ml final concentration) for the indicated intervals. All

time course experiments involving MCF10A cells were repeated thrice in independent experiments. For iso-

lation of naive murine dendritic cells (DCs), bone marrow mononuclear cells were harvested from femora and

tibiae of 6 week-old female C57BL/6 mice and enriched by lysis of erythrocytes. Mononuclear cells were grown
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on non-adherent plastic Petri dishes for 10 days in RPMI medium (GIBCO, Carlsbad, CA) supplemented with

10% FBS (HyClone), 1% L-glutamine, 1% MEM non-essential amino acids, 1% sodium pyruvate, 1% peni-

cillin/streptomycin (all from Biological Industries), 2-beta-mercaptoethanol (50µM, Merck), and GM-CSF

(15 ng/ml; Preprotech, Rocky Hill, NJ, USA). Floating cells were transferred to new petri dishes on day

6, resulting in a primary dendritic cell culture (>80% purity, Supplementary Figure S8). For stimulation,

LPS (from Sigma-Aldrich) was added to a final concentration of 100 ng/ml for the indicated intervals. Data

shown represent the results of technical triplicate measurements from a single experiment. Maturation of

CD11c+ DCs was verified by flow cytometric analysis staining for CD40, 0 and 24 hours after LPS stimulation

(Supplementary Figure S8A). All animals were maintained under specific pathogenfree conditions and were

handled according to protocols approved by the Weizmann Institute Animal Care Committee in compliance

with international guidelines. Human embryonic stem cells (hESCs; line H9) were kindly provided by Prof. J.

Itskovitz (Technion Israel Institute of Technology). Cells were grown on feeder layers of irradiated mouse em-

bryonic fibroblasts and maintained in DMEM:F12(HAM) (Biological Industries) hESC media containing 15%

Knockout Serum Replacement, 1% Penicillin-Streptomycin-Glutamine, 1% MEM-Non Essential Amino Acids,

0.2% 2-mercaptoethanol (all from Gibco) and 8ng/ml bFGF (Preprotech). For experiments, hESCs (passage

51) were harvested using 0.1% collagenase (Gibco), transferred to dishes coated with (1:20X) GF-reduced Ma-

trigel (BD Biosciences) in hESC media supplemented 1:1 with conditioned medium (i.e., medium which had

been used for 24h to grow irradiated mouse embryonic fibroblasts). Following 2 days in culture, the medium

was replaced with hESC medium lacking bFGF, with or without all-trans retinoic acid (RA; Sigma-Aldrich,

final concentration 1µM) for the indicated intervals. Data shown represent the results of technical triplicate

measurements from one experiment that was repeated independently.

1.2 RNA isolation and microarray hybridization

Total RNA was isolated using the PerfectPure RNA Cultured Cell Kit (5 Prime, Hamburg, Germany) in-

cluding DNAse 1 digestion according to the manufacturer’s instructions. RNA integrity, content and purity

were assessed by agarose gel electrophoresis and spectrophotometrically (Nanodrop ND-1000, Wilmington,

Delaware), respectively. For oligonucleotide microarray hybridization, 1.0 µg total RNA from MCF10A cells

stimulated with EGF for 0, 20, 40, 60, 120, 240 or 480 minutes (3 separate biological replicates of each time

point) were rRNA depleted (RiboMinus Human/Mouse Transcriptome Isolation Kit, Invitrogen) and RNA

integrity confirmed using a Bioanalyzer (2100 Bioanalyzer, Agilent, Palo Alto, CA). Subsequent steps of sense

strand cDNA synthesis using the fragmentation and biotin labeling were performed using reagents provided

by the array manufacturer and samples were hybridized to Affymetrix GeneChip Human Exon 1.0 ST arrays

(Affymetrix, Santa Clara, CA, USA). Microarray data are deposited in Gene Expression Omnibus (accession

number GSE24391).

1.3 Real-time quantitative PCR (qPCR)

Sequence information from the UCSC genome browser (http://genome.ucsc.edu) was used to set up reactions

for pre- and mature mRNA amplification employing forward primers in the second intron and exon (or further

downstream if mandated by sequence constraints), respectively, and a shared reverse primer positioned in the

2



third constitutive exon of expressed transcripts. This primer design ensures similar reaction conditions and

detection of pre-mRNA production close to the time of its onset, whilst enabling preferential amplification

of processively elongating transcripts (Singh & Padgett, 2009; Wada et al, 2009). For estimation of the

pre- to mature RNA ratio, additional pairs amplifying the third constitutive exon (or a further downstream

exon) were designed. The general primer design strategy is shown in Supplementary Figure S5A. Primer3

(http://fokker.wi.mit.edu/primer3/input.htm) was used for designing primers. Primer pairs were checked for

their specificity in silico (http://genome.ucsc.edu) and primer sequences are listed in Supplementary Table 1.

For qPCR, 2µg RNA (for stimulation experiments) or 10µl of isolated RNA (for RNA decay experiments) were

reverse transcribed using random primers and the High-Capacity cDNA Reverse Transcription Kit (Applied

Biosystems, Foster City, CA). qPCR reactions were run in a 2-step cycling protocol (initial denaturation at

95C for 10 minutes, then 40 cycles of 95C for 15 seconds and 60C for 1 minute, followed by acquisition of

dissociation curves) using Power SYBR Green PCR Master Mix (Applied Biosystems) on a 384-well 7900HT

Fast Real Time PCR System platform (Applied Biosystems). Every reaction included all time points for all

analyzed transcript species of the same gene on the same plate, along with non-template controls, melt curve

analysis to ensure the uniqueness of amplification products, and cDNA dilution series to calculate the efficacy

of primers. Primer efficacy was calculated and only primer pairs with an efficacy >0.9 were used. No RT

controls were performed to exclude DNA contamination. Human glyceraldehyde-3-phosphate dehydrogenase

(GAPDH, MCF10A cells), mouse GAPDH (DCs) or TATA box binding protein (TBP, hESCs) were used as

endogenous controls for normalization in stimulation experiments. All data shown are mean fold changes (and

additional standard deviations in Supplementary Figures S5B, S8, and S9) from technical triplicates calculated

using the comparative Ct method (Pfaffl, 2001; Schmittgen & Livak, 2008).

1.4 RNA decay experiments

For short-term pre-mRNA decay experiments (including those also measuring exons and mature mRNA),

Actinomycin D (ActD, from Sigma-Aldrich) was added to unstimulated or EGF-stimulated cells at time 0.

To achieve rapid ActD uptake and maximum Pol II inhibition we used a final concentration of 10µg/ml ActD

(Perry & Kelley, 1970). Samples were harvested by direct lysis every 4 minutes up to 28 minutes. For long-

term mature mRNA decay measurements, unstimulated or EGF-stimulated cells were pre-incubated for 30

minutes with Actinomycin D (5µg/ml final concentration) to ensure near complete conversion of pre-existing

pre-mRNA and lysed 0, 30, 60, 90, 120, 240, or 480 minutes later. Equal efficacy of RNA extraction was

ensured by spiking lysates with B. subtilis RNAs (Affymetrix GeneChip Eukaryotic Poly-A RNA Control Kit)

and subsequent qPCR for prokaryotic Dap transcripts. Extracted RNA was additionally spiked with 0.1µg

of RNA from Saccharomyces cervisiae (kind gift of Naama Barkai) and equal loading in subsequent qPCR

experiments confirmed by amplification of the yeast Act1 mRNA. All RNA decay experiments were performed

thrice and data from technical triplicates of one representative experiment are shown.

Data analysis
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1.5 Microarray preprocessing

Affymetrix GeneChip Human Exon 1.0 ST Arrays were scanned to produce CEL files for the 21 arrays used. To

extract the data at the probeset (PS) level, Affymetrix Expression Console software was used with the following

parameters: Annotation confidence - full, Summarization method - iterPLIER include DABG, Background -

PM-GCBG, Normalization method - none. A Lowess multi-array algorithm (Ballman et al, 2004) was used

for normalization of all arrays together and intensity dependent noise estimation was performed as previously

described (Zeisel et al, 2010). Out of 1.3 million probe sets (PS) of the array, 666,916 PS, which could be

assigned to known genes and in which all probes were uniquely aligned with perfect match (crosshyb type= 1),

were used for further analyses. To control for the signal quality, we used FDR of 5% (separately for each array)

on the Affymetrix PS p-values, and a signal threshold. The signal of a PS at a specific time point is called

“present“, if the following two conditions are satisfied: (i) all three PS p-values from biological repeats of a

time point pass the 5% FDR, and (ii) the average signal of the three repeats is higher than 3 (log2 scale).

Only present PS were considered for further analyses. The typical number of PS that passed all these criteria

was 270,000. The distribution functions of measured signal intensity from intronic and exonic PS that passed

the PS-level quality filter described above are shown in Supplementary Figure S3A. Intronic PS are expressed

at lower, but still detectable levels.

1.6 Definition of PS as interrogating exonic or intronic transcript regions

The UCSC gene model, which contains 66803 full-length transcripts, was used as a reference gene model

(downloaded from http://genome.ucsc.edu/). At the first step, PS which interrogate intronic regions in all

known transcripts were assigned as constitutive intronic, while the rest were classified as putative exonic.

Since introns’ abundance is low, their signal is naturally weaker. We used this idea to purify the list of exonic

PS: For each time point the signal distribution of constitutive introns was estimated and then each putative

exonic PS was tested with the null hypotheses of its signal coming from the signal distribution of intronic PS.

Only exonic PS for which the signal was found to be significantly higher than the introns’ signal distribution

at two or more adjacent time points were considered as exonic PS, while the rest were omitted from further

analysis.

1.7 Determining gene level exon/intron fold change from the genes PS

After classifying each PS as exonic or intronic, we integrated their fold change (FC) to calculate two numbers,

which summarized the gene-level exonic or intronic FC. The FC of each PS was calculated with respect to

its value at t = 0 using the average expression of the triplicate measurements at each time point. Next, we

defined two alternative exon gene level FC values: the 50th and top 90th percentiles from the FC values of

exonic PS over the gene. In the same manner, we defined the two alternative intron gene level FC values, as

the 50th and 90th percentiles from intronic PS. Note that these gene-level intronic (exonic) FC values were

calculated only for genes with at least 4 ”present“ PS for introns (exons). If the number of present intronic

PS was less than 10, we used the PS with the highest FC value (instead of the top 90%). We decided to use

the FC based on 50th percentile for exonic gene-level FC and the 90th percentile for the intronic FC, for the

following reasons. First - heterogeneity of the intronic signals. The FC of different intronic PS of the same
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gene many times exhibit large biologically driven heterogeneity. The most obvious reason is that during the

initial phase of transcription, while the first wave of elongating Pol II moves down the gene at a speed of

approximately 4kb per minute, the introns behind the front may have already attained a high FC while those

downstream have not. The times for which this is the case depend on the genomic size of the transcribed gene

and may range from less than a minute to more than one hour (Singh & Padgett, 2009; Tennyson et al, 1995;

Wada et al, 2009). Thus, even for average-sized genes of 27kb (Venter et al, 2001), the last intron will likely be

induced with a lag of more than 6 minutes. As can be seen in Figure 2D, for early times (less than 40 minutes

after stimulation) using the median (50th percentile) FC to represent the intron gene level FC would imply

that transcription of the gene has not started yet, which is incorrect. We are keen on catching rapid changes

in production as early as possible. Thus, because pre-RNA FC reflects production which, in turn, is measured

by the introns, we use the intron FC 90th percentile to define the gene-level FC. As opposed to introns, the

different exonic PS of the same gene tend to have a more homogeneous behavior, because the exonic signal is

dominated by the pool of preexisting mRNA rather than the exons of the currently transcribed pre-mRNA.

Therefore the exonic gene-wide FC can be represented by the less fluctuative 50% percentile (we did check

the effect of using 90th percentile also for exons and it did not alter the picture significantly, Supplementary

Figure S10). We decided to use the 50th percentile for exons also for another reason: the set of PS that

we identified as exonic may be contaminated by intronic PS that were misclassified as exonic (e.g., putative

exonic PS which have a high signal, but whose dynamics resemble those of intronic PS). Using for the exons

FC the 90th percentile could be sensitive to this non-exonic contamination. Overall, 7968 genes were identified

as expressed on the basis of their exonic signals (i.e. they passed our filter for expressed genes, as described

above). For 3422 of these genes, the intronic PS also passed the filters of reliable FC detection. We assessed

the extent to which two factors, the number of intronic PS (placed on the Affymetrix exon array) and the

mRNA signal intensity, govern our ability to detect gene-level intronic FC. We present histograms for both

groups of genes those with detected and undetected gene-level intronic FC. In Supplementary Figure S3B we

show a histogram of the number of genes according to their number of intronic PS. We observe that genes

with detected intron gene-level FC had significantly more intronic PS than genes of the complementary group,

which had only very few intronic PS. Our ability to detect intronic FC depends, albeit more weakly, also on

the intensity of the exonic (mRNA) signal, as shown in Supplementary Figure S3C; genes with undetected

intronic FC have somewhat lower mRNA intensities. We analyzed the noise associated with determining the

exonic and intronic gene-level FC, using a previously described method of noise estimation (Zeisel et al, 2010).

The results are shown in Supplementary Figure S3D, where the intensity dependent standard deviation (std)

is plotted, versus log-intensity, for the measured exonic and intronic gene-level signals, separately for all the

time points measured. When the log-intensity is above a threshold of 4, the std is less than 0.18 for all time

points, transcript types (exons/introns) and intensities. Hence the std of any measured FC (remember these

are log(base 2)-transformed variables) is less than 0.18
√
2 = 0.25. Thus, a 2 FC is 4 std above a FC of 1.

1.8 Definitions of production overshoot and induction by EGF

We defined a gene as exhibiting production overshoot, if its maximal (over the time course) gene-level intronic

FC (using the 90th percentile) exceeded that of the maximal gene-level exonic FC (using the 50th percentile)

by more than 2-fold. Supplementary Figure S10 shows that this definition of production overshoot is robust
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against using different choices of the exonic and intronic gene-level FC. We define a gene as induced by EGF

stimulation if it has a ”present” signal along the whole time course, its maximal gene-level exonic FC (using

the 50th percentile) is >1.5 and its maximal gene-level intronic FC (using the 90th percentile) is >2.1. The

different thresholds for exon and intron FC were set according to the natural bias introduced by taking the 90th

percentile for the introns. This bias between the 50th and 90th percentiles was estimated by the differences

between the means of the two intronic maximal FC value distributions, i.e. of the introns, using 50th and

using 90th percentile. This difference was about 0.5 (log2 scale); thus, instead of using a threshold of 1.5 on

the introns (with 50th percentile) we used the equivalent 2.1 ≈ 2log2(1.5)+0.5 FC for the intronic gene-level FC

at the 90th percentile.

1.9 Estimating correlations between exons and intron profiles in Figure 2B

In the rightmost bar of Figure 2B we present the correlation between the exonic gene-level FC and the intronic

gene-level FC. Since our time course is not uniformly sampled (sampling rate between 20 minutes and 4 hours),

we linearly interpolated the profiles every 20 minutes to get an equally spaced sampling, and then calculated

the Pearson correlation of the two 25-component vectors.

1.10 Functions used to fit the qPCR time course profiles:

All qPCR time course profiles were fitted using the averaged data from three technical replicates each for

measuring pre-mRNA, exon, and mRNA FC. Fitting the pre-mRNA FC with P̂ (fit)(t): First, for each qPCR

profile of measured pre-mRNA FC we determined by inspection an onset time, ton, as the first time point at

which the measured fold change exceeded two-fold (i.e. was clearly above the associated noise level). For each

measured pre-mRNA a temporal profile of the following functional form was fitted:

P̂ (fit)(t′) =







1 t′ = t− ton ≤ 0

f1(t
′) + f2(t

′) t′ ≥ 0







(1)

where:

f1(t
′) = 1 + (a3 − 1)(1− e−a4t

′) (2)

f2(t
′) = a1

(a2t
′)n2

1 + (a2t′)n1

(3)

The rationale behind these functions is the following: The first function starts at FC of 1, allowing a non-

zero initial slope (corresponding to a jump in production at t = 0) and approaching a long-time asymptotic

value (of ) exponentially, at a rate a4, also determined by the fitting procedure. Such functions are the solution

of eq. (2) for the case of a discontinuous jump of the production rate to a constant value. The second function

was chosen to reflect a possible peak of production. For n2 > 1 the function starts at 0 with a vanishing slope,

increases to a peak and decreases algebraically to zero at long times (for n1 > n2). The fit parameter a1 is the

amplitude of the function and the parameter a2 sets the time scale. The peak position, width and asymptotic

decay of the function are governed by a2, n1 and n2. For two genes presented in Figure 3 (TUFT1 ) and 4
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(SLC7A5 ), we used an additional function f3(t
′) = k1e

−k3(t
′
−k2)

2

in order to fit the observed second pulse in

the pre-mRNA profile. Fitting the degradation coefficient profile α̂2(t): Again we used

α̂2(t
′) =







1 t′ = t− ton ≤ 0

g1(t
′) + g2(t

′) t′ ≥ 0







(4)

The same ton was used as above, and the functions g1, g2 had the following forms:

g1(t
′) = 1 + (b3 − 1)(1− e−b4t

′) (5)

g2(t
′) = b1

(b2t
′)m2 − (b2t

′)m3

1 + (b2t′)n1

(6)

The rationale behind choosing these functions is along the same lines as described above. The function g1

represents a simple smooth change of the fold change from 1 to an asymptotic new value. The second function

allows additional flexibility; we first tried again a form that allows a single peak (or minimum) and found

that in order to obtain a good fit to M̂(t′) a functional form that allows a decrease followed by an increase

(or the opposite order) was necessary. The fitting procedure is described in the section Inference of transcript

production and degradation profiles in the Materials and Methods of the main text, and involves iterations to

fit α2(0) and α̂2(t
′). The robustness of the fitted function to the measurement noise of the qPCR was estimated

and presented in Supplementary Figure S11. To estimate these errorbars we sampled 10 profiles of pre-mRNA

and mRNA from the distribution at each time point as estimated from the three replicates (see Supplementary

Figure S3D). Next we repeated the fitting procedure (estimating P̂ (fit)(t′), α2(0) and α̂
(fit)
2 (t′)) 10 times and

presented the profiles as mean ± standard-deviation.

1.11 Curve fitting in RNA decay experiments

To estimate the decay rates (half-lives) of transcript FC after transcription arrest by ActD, we assume that

the transcript decay has an exponential form. Since transcription inhibition is not perfect, the asymptotic

value after inhibition is not zero. Hence, a two-parameter profile was used to fit:

F (t) = k + (1− k)e−αt (7)

where k is the asymptotic value and α is the decay rate

α =
log(2)

t1/2
(8)

In experiments measuring conversion coefficients, we compare the pre-mRNA decay in unstimulated cells to

the decay in EGF-stimulated cells in which transcription was arrested near the peak of pre-mRNA induction.

Since the starting point of pre-mRNA levels in the unstimulated cells is much lower (with respect to the

stimulated case), a similar level of transcription inhibition will result in different asymptotic constants. Thus,

when fitting the parameters to the decay curves we optimize both α and k, and expect to get similar values

of α, but different k. In the mRNA decay experiments, we compare the decay in unstimulated cells with that

observed in cells pre-stimulated (with EGF) for 4 hours. We expect less variation in the asymptotic values,

since similar inhibition levels are expected and the differences in initial levels are smaller. Therefore, when

fitting the parameters to the profiles we force a similar k and obtain α.
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2 Modeling transcription

Our aim is to write down a simple dynamic model, which governs RNA concentration. Most previous descrip-

tions focus on a minimal model including only the mRNA concentration. Here, we take the opportunity to

refine the model by including more components. The model includes two RNA species, pre-RNA and mRNA,

and can be expressed as:

dP (t)

dt
= β(t)− α1P (t)

dM(t)

dt
= α1P (t)− α2(t)M(t)

(9)

with a steady state solution:

Pss =
β

α1
,Mss =

β

α2
⇒

Pss

Mss
=

α2

α1
=

tP1/2

tM1/2
(10)

P (t),M(t) are the pre- and mature mRNA concentrations at time t, α1 is the conversion constant, α2(t) is

the time-dependent degradation coefficient, and β(t) is the production rate. Note that the system can easily

be solved analytically for fixed (independent of time) α1, α2, β. An analytic solution can be written as:

P (t) =

(

P0 −
β

α1

)

e−α1t +
β

α1

M(t) =

(

M0 −
α1P0 − β

α2 − α1
−

β

α2

)

e−α2t +
α1P0 − β

α2 − α1
e−α1t +

β

α2

(11)

Since we cannot easily measure the absolute value of RNA concentrations, but only their fold change

(relative abundance), it is a practical step to change the variables to the fold change with respect to t = 0, at

which time we assume the system was at a steady state, parameterized by:

β(0) = α1(0)P (0)

P (0)

M(0)
=

α2(0)

α1(0)

(12)

In terms of the transformed fold change variables,

P̂ =
P

P (0)
, M̂ =

M

M(0)
, α̂ =

α

α(0)
, β̂ =

β

β(0)
, (13)

Equations (2-3) in the main text become:

dP̂ (t)

dt
= α1(0)

[

β̂(t)− α̂1P̂ (dt)
]

dM̂(t)

dt
= α2(0)

[

α̂1P̂ (t)− α̂2(dt)M̂(t)
]

(14)

An analytical solution for the case of step changes: β, (β → aβ) and/or α2, (α2 → α2/b) and/or α1 (α1 → cα1)

at t = 0 can be written in the fold change form:

P̂ (t) =
(

1−
a

c

)

e−cα1t +
a

c

M̂(t) =

(

1−
1− a

c
1
bc −

α1

α2

− ab

)

e−
α2

b t +
1− a

c
1
bc −

α1

α2

e−cα1t + ab

= (1− ab)e−
α2

b t + ab+
1− a

c
1
bc −

α1

α2

(

e−cα1t − e−
α2

b t
)

(15)
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The response time for this case in terms of the rise time to the asymptotic value, P̂ → 1 + 1
2

(

a
c − 1

)

, M̂ →

1 + 1
2 (ab− 1), for pre-mRNA is:

tP1/2 =
log(2)

cα1

(16)

while for mature mRNA it is hard to write an explicit term, but tM1/2 should satisfy:

1

2
= e−

α2

b tM
1/2 +

a
c − 1

(

1
bc −

α1

α2

)

(ab − 1)

(

e−cα1t
M
1/2 − e−

α2

b tM
1/2

)

(17)

The fold change of exons, which are a transcript region shared by pre-mRNA and mature mRNA, can be

written as:

Ê =
M(t) + P (t)

P (0) +M(0)
=

M̂M(0) + P̂P (0)

P (0) +M(0)
=

M̂ + P̂ α2(0)
α1(0)

α2(0)
α1(0)

+ 1
(18)

By additionally measuring the FC of exons, it is possible to extract the fraction α2(0)/α1(0), from the above

equation (assuming steady state at t = 0):

α2(0)

α1(0)
=

Ê − M̂

P̂ − Ê
(19)

Note that in practice this ratio is hard to extract from our measurements, because of the small differences

between Ê and M̂ , which are of the same order as the measurement errors of qPCR. However, this ratio also

predicts that in the initial phase of induction, where P̂ − Ê > 0, the numerator should be positive and Ê > M̂

, while in later phases, when the P̂ starts to fall, both numerator and denominator should switch sign at the

same point. This means that there is a special t, where the three curves Ê, M̂ , P̂ intersect. Indeed, profiles

shown in Supplementary Figure S5 demonstrate that this is often the case.

3 Supplementary Figures and File

Supplementary File 1: Functional annotation analysis of genes with overshooting production

and primer sequences used for qPCR experiments.
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Supplementary Figure S1: Onset and peak times of gene-level intron and exon fold changes (A) pre-mRNA

half-life has a small effect on mRNA dynamics: simulation results for the case of 5-fold step induction of

transcript production rate, for the case of pre-mRNA half-lives of 1,3, or 10 minutes (solid, dashed, dash-dot

lines, respectively), and for mRNA half-lives of 60 (middle panel) or 120 (right panel) minutes. Results show

that varying pre-mRNA half-lives over a 10-fold range has only a minor effect on mRNA dynamics. (B) The

cumulative distribution function by gene-level intronic FC peak times is shown for all 441 transcriptionally

induced genes (blue); 79 overshooting genes (green) and for 362 non-overshooting genes (red). (C) Same as

(B) for intronic onset times (defined as the time when FC > 2). Kolmogorow-Smirnov (KS) tests, comparing

the red and green curves, indicated significantly earlier peak (p = 8.10E − 17) and onset (p = 1.19E − 20)

times of gene-level intron FC for genes with overshooting introns. (D) and (E): In analogy to (B) and (C),

histograms of the onset times (D) and peak times (E) of gene-level exon changes are shown. Again, KS tests

indicated significantly earlier peak (p = 1.70E − 07) and onset (p = 1.16E − 07) times of gene-level exon

FC, for genes with overshooting introns. Note that the intronic peak and onset times clearly preceded the

corresponding exonic times.
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Supplementary Figure S2: Number of exons, intron length, mRNA length and pre-mRNA length of six different

organisms Annotated full-length transcripts for six eukaryotic organisms were downloaded from the UCSC

Genome Browser (http://genome.ucsc.edu/). For each organism, the distributions of the number (per gene)

of exons, the total number of intronic nucleotides, and the lengths of mRNAs and pre-mRNAs are shown on

a logarithmic scale. Note that already in simple multicellular organisms (such as C. elegans) there is a clear

difference between pre-mRNA and mRNA lengths for most genes. Thus, for most multicellular organisms it is

possible to analyze pre-mRNA and mRNA expression, using intronic and exonic probes, as done in the present

study.
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Supplementary Figure S3: Signal distributions of intronic and exonic PS (A) Distribution of measured signal

intensity of all intronic and exonic probesets (PS) that passed the PS-level quality filter (described in Supple-

mentary Information, Microarray preprocessing). The distribution of intronic expression levels is is shifted to

lower values with respect to the exonic PS. (B) Histograms of the number of intronic PS (on the Affymetrix

exon array) are shown for genes with detectable gene-level intronic FC (red) and (blue) for genes with unde-

tected gene-level intronic FC (i.e., genes whose intronic signals did not pass the filters). Note that for each

gene at least 4 intronic PS had to be expressed to define a detected gene-level intronic FC (Supplementary

Information, Microarray preprocessing). (C) Histograms of the mRNA (gene-level exonic) signals for the same

two groups of genes as in (B). Genes whose gene-level intronic FC was not detectable have lower gene-level

exonic signal intensity. (D) Estimated intensity-dependent standard deviation of the gene-level intronic and

exonic signals for biological triplicate measurements taken at different time-points. Intron gene-level signal is

slightly more noisy than exonic gene-level signal, but the standard-deviation is less than 0.18 when the signal

is not very low.
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Supplementary Figure S4: Transcriptional induction of a large non-overshooting gene (ITGA2 ) Upper panel:

Top - genomic organization of the ITGA2 gene (genomic size 105kb). Vertical rectangles represent exons

and are connected by intronic regions. The arrow indicates the direction of transcription. Bottom - positions

of exonic (blue) and intronic (red) probesets are indicated. Lower panels: Fold change (log2 scale) of each

probeset (PS) with respect to its baseline values is shown for the time course experiment outlined in Figure

2A. Error bars (in gold) represent the signal range of biological triplicates. Only PS with present calls (see

Supplementary Information) in all replicates from the respective time points are shown. Note that intronic

PS (red dots) display different dynamics from exonic PS (blue dots). However, in contrast to the VCL gene

shown in Figure 3, the dynamic range of the FC of intronic PS did not exceed by much that of the exonic PS.
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Supplementary Figure S5: Real time quantitative PCR (qPCR) measurements of exons, pre-mRNAs and

mRNAs of genes induced/repressed by EGF in MCF10A cells (A) Schematic positioning of primers for qPCR

validation experiments is shown. (B) Means and standard deviations from technical triplicates of qPCR

reactions for exons (black), pre-mRNA (red) and mRNA (blue) of the fold change (relative to t = 0), as a

function of time following stimulation, for MYC, HBEGF, NR4A1, PTGS2 and the 12 EGF-induced genes

that were listed on the left in Figure 2B, and 6 down-regulated genes from Figure 4.

15



0 4 8 12 16 20 24 28

0

0.25

0.5

0.75

1

F
o

ld
 c

h
a

n
g

e
 t

o
 t

=
0

PLAUR

 

 
t
1/2

=3.11min, k=0.22

t
1/2

=2.96min, k=0.1

0 4 8 12 16 20 24 28

0

0.25

0.5

0.75

1

TUFT1

 

 
t
1/2

=2.5min, k=0.24

t
1/2

=2.88min, k=0.068

0 4 8 12 16 20 24 28

0

0.25

0.5

0.75

1

Time(min)

F
o

ld
 c

h
a

n
g

e
 t

o
 t

=
0

UAP1

 

 
t
1/2

=1.76min, k=0.3

t
1/2

=2.67min, k=0.12

0 4 8 12 16 20 24 28

0

0.25

0.5

0.75

1

Time(min)

LAMC2

 

 
t
1/2

=3.06min, k=0.027

t
1/2

=2.21min, k=0.0099

A

0 1 2 4 8
0

0.25

0.5

0.75

1

F
o

ld
 c

h
a

n
g

e
 t

o
 t

=
0

PLAUR

 

 
t

1/2
=99.03min, k=0.42

t
1/2

=90.653min, k=0.42

0 1 2 4 8
0

0.25

0.5

0.75

1

TUFT1

 

 
t

1/2
=94.17min, k=0.15

t
1/2

=109.42min, k=0.14

B

0 1 2 4 8
0

0.25

0.5

0.75

1

Time(hrs)

F
o

ld
 c

h
a

n
g

e
 t

o
 t

=
0

AREG

 

 
t
1/2

=69.49min, k=0.16

t
1/2

=123.61min, k=0.16

0 1 2 4 8
0

0.25

0.5

0.75

1

Time(hrs)

HBEGF

 

 
t
1/2

=27.78min, k=0.09

t
1/2

=41.56min, k=0.1

Supplementary Figure S6: Decay rates of pre-mRNA and mRNA in unstimulated and EGF-stimulated

MCF10A cells RNA decay was measured as described in the legend to Figure 5, by qPCR after transcription

arrest using Actinomycin D in unstimulated cells and in cells pre-stimulated with EGF. (A) Pre-mRNA de-

cay was measured for 4 additional genes (with EGF-induced overshooting pre-mRNA dynamics) by applying

transcription arrest in unstimulated MCF10A cells (green curves) and in cells stimulated (red) for 20 minutes

(PLAT, TUFT ) or for 40 minutes (LAMC2, PLAUR) with EGF (transcription was arrested at the peaks of

pre-mRNA induction). The results demonstrate that pre-mRNA conversion is practically unaffected by EGF

stimulation. (B) EGF-induced changes in mRNA decay rates: Starved MCF10A cells were stimulated for

4 hours by EGF (blue symbols) or unstimulated (magenta symbols) but left for 4 more hours in starvation

medium, before addition of Actinomycin D (ActD, 5µM). RNA was extracted at the indicated time points

starting 30 minutes after transcription arrest and mRNA was measured by qPCR. mRNA decay curves are

shown for genes, for which inferences of mRNA production and degradation rates (see Figure 4) did (AREG,

HBEGF ) or did not (PLAUR, TUFT1 ) reveal an EGF-induced change in transcript stability at long times.The

inferred changes of stability are in agreement with those measured here, while the actual degradation times

obtained with transcription arrest are longer. 16
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Supplementary Figure S7: Pre-mRNA production overshoot accelerates the response time of mRNAs Same

analysis as shown in Figure 6, but with mRNA degradation times determined by metabolic labelling with 4sU

for 60 minutes followed by microarray analyses of labelled and unlabelled RNA in (Friedel et al, 2009). Genes

that were transcriptionally induced by EGF stimulation of MCF10A cells (as described in Legend to Figure

2) were grouped according to their mRNA half-lives Results are shown for three representative groups with

half-lives between (A) 30 to 90 minutes (B) 360 to 480 minutes, and (C) 480 to 720 minutes, respectively

(due to the labelling period no information was available for mRNAs with half-lives < 30 minutes). The

two columns on the left depict the percentage of genes, whose exons and introns peaked at the indicated time

points, green for overshooting and brown for non-overshooting genes. The two columns on the right present the

mean temporal expression FC profiles for exons and introns, for the overshooting (green) and non-overshooting

(brown) genes. Note that within each group of genes with similar half-lives we observe earlier mRNA peak

times for the genes with pre-mRNA production overshoot. Comparison with Figure 6 indicates that the main

observation (faster response of overshooting genes) is unaltered, even though the degradation times obtained

by the two methods did differ.
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Supplementary Figure S8: LPS-induced activation of dendritic cells (DCs) and retinoic acid (RA)-induced

differentiation of human embryonic stem cells (hESCs) (A) Left panel: Bone-marrow derived DCs were pre-

pared as described in Supplementary Information, incubated with the indicated antibodies and subjected to

FACS analysis. Left panel: Expression of the DC marker CD11c in unstimulated DCs. Right panel: FACS

analysis of unstimulated DCs (light grey) and of DCs stimulated for 24 hours with LPS (100ng/ml, dark

grey) showing LPS-induced upregulation of the activation marker CD40. (B) hESCs were incubated with

RA (1µM). RNA was isolated at the indicated time points and expression of pluripotency markers (NANOG,

OCT4 ) and differentiation markers (RARB, HOXA1 ) was measured by qPCR.
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Supplementary Figure S9: Real time quantitative PCR (qPCR) measurements of pre-mRNAs and mRNAs of

genes induced by LPS stimulation of dendritic cells (DCs) and by retinoic acid stimulation in human embryonic

stem cells (hESCs) (A) DCs were harvested, cultured and LPS-stimulated as described under Supplementary

Information. RNA was isolated at the indicated time points and qPCR was used to measure the expression

of pre-mRNAs (red) and mRNAs (blue). Data shown are means and standard deviations from technical

triplicates. (B) hESCs were cultured and stimulated with RA as described under Supplemental Information.

RNA was isolated at the indicated time points and qPCR was used to measure the expression of pre-mRNAs

(red) and mRNAs (blue). Data shown are means and standard deviations from technical triplicates.
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Supplementary Figure S10: Scatter plots and heatmaps comparing fold changes (FC) of introns and exons

according to different cutoffs (A) The peak FC of gene-level introns observed after EGF stimulation is plotted

against the peak FC of exons, with each plot using different percentiles of the averaged intron and exon signals

to define gene-level FC. Grey dots indicate genes for which, over the whole time course, exon FC (using 50th

percentile) was ≤ 1.5. Transcriptionally induced genes (for which gene-level exon FC (using 50th percentile)

exceeded 1.5 at least at one time point) are marked by either green or red dots. Green dots denote overshooting

genes for which the maximum gene-level intronic FC (using 90th percentile) exceeded the maximum gene-level

exonic FC by a factor of 2 or more, and red dots non overshooting genes. The four subfigures correspond

to different definitions of the gene-level exonic/intronic FC, as indicated on the axes. Note that the behavior

of genes with production overshoot is robust to the choice of percentiles used to define exonic and intronic

gene-level FC. (B) to (D): Throughout our analyses presented in the main text, we used gene-level 50th (90th)

percentiles for exons (introns) to define 441 genes as transcriptionally induced for which the gene-level exonic

FC exceeded 1.5 and the gene-level intronic FC exceeded 2.1 (see Supplementary Information for reasons for

choice of these percentiles and cutoffs). Heatmaps presented here show, for the same 441 genes, the effect of

changing the percentiles used to define the exonic and intronic gene-level expression. The left pair of heatmaps

(B) used 50th percentile for exons and 90th for introns, the middle pair (C) used the 90th percentile for both

and the right pair (D) used the 50th percentile for both. For each such pair the genes were grouped first

according to their exonic peak expression FC times. Next, genes were sorted within each group according

to the intronic peak FC times. Note the robustness of our main findings (e.g. wide range of delays between

pre-mRNA and mRNA peak times, imperfect correlation between the two profiles) against the particular

definition of gene-level expression used.
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Supplementary Figure S11: Estimation of the error of fitted functions: Estimation of the error of the fitted

and inferred functions, on the basis of the estimated qPCR measurement noise. The error bars were estimated

by simulating 10 measurements of 10 pre-mRNA and mRNA profiles using the noise distribution of the three

technical replicates of qPCR measurements. After generating 10 randomly drawn pre-mRNA and mRNA

profiles, (see Supplementary Information) we performed the fitting process for each of the 10 cases, and

calculated the means and standard deviations of the fitted curves P̂ fit(t) and M̂fit(t), and of the inferred

functions β̂(t) and α̂2(t).
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