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We study and characterize a quasi-continuous dynamical decoupling (QCDD) scheme that effec-
tively suppresses dominant frequency shifts in a multi-ion optical clock. Addressing the challenge of
inhomogeneous frequency shifts in such systems, our scheme mitigates primary contributors, namely
the electric quadrupole shift (QPS) and the linear Zeeman shift (LZS). Based on 88Sr+ ions, we im-
plement a QCDD scheme in linear chains of up to 7 ions and demonstrate a significant suppression of
the shift by more than three orders of magnitude, leading to relative frequency inhomogeneity below
7 · 10−17. Additionally, we evaluate the associated systematic shift arising from the radiofrequency
(RF) drive used in the QCDD scheme, showing that, in the presented realization, its contribution
to the systematic relative frequency uncertainty is below 10−17, with potential for further improve-
ment. These results provide a promising avenue toward implementing multi-ion clocks exhibiting
an order of magnitude or more improvement in stability while maintaining a similar high degree of
accuracy to that of single-ion clocks.

Optical atomic clocks are a pinnacle achievement in
quantum technology, delivering unparalleled precision
with wide-ranging applications from fundamental sci-
ence to technological advancements [1, 2]. Optical
atomic transitions, as manifestations of accurate quan-
tum oscillators, provide exceptional accuracy due to their
high-quality factor and their natural indistinguishability,
which will be practically impossible to achieve in macro-
scopic objects.

The trade-off to the high accuracy that atomic systems
offer is their inherent quantum projection noise during
measurement, which compromises their stability at the
single-atom level. This entails a very long averaging time
to reach the current clocks state-of-the-art accuracy at
the 10−18 level [3–5]. More importantly, long averaging
times hinder applications that search for time-dependent
signals[6–8]. Nevertheless, having N identical atoms can
be used to average projection noise faster and improve
clock stability as

√
N according to the standard quan-

tum limit for independent particles. This methodology
is pursued in neutral atoms in optical lattices and tweez-
ers [9–11].

Challenges arise when considering multi-ion clock spec-
troscopy [12–14], mostly due to inhomogeneous frequency
shifts in Paul traps, which have largely impeded the re-
alization of multi-ion clocks. One prominent example of
an inhomogeneous shift in trapped ion systems is due
to the electric field gradients of the trapping potential,
which interact with the electric quadrupole moment of
the clock transition states, introducing a tensorial QPS
[15, 16]. This shift becomes a crucial factor that compro-
mises the accurate determination of the clock transition
frequency. While traditional mitigation methods are suc-
cessful in the single-ion case [17–21], they are typically
insufficient for multi-ion setups.

Only recently have the first demonstrations of multi-
ion clocks appeared, employing different approaches.
One circumvents the problem by picking an atomic
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FIG. 1. The ion trap and coherence times. (a-b) A compact
vacuum chamber surrounded by a single-layer mu-metal shield
accommodates a macroscopic ion trap. A current-carrying
wire just a few mm from the ions allows the drive of mag-
netic dipole transitions, which are a central part of the DD
scheme. (c) Ramsey spectroscopy measurement on the clock
transition, showing laser-ion coherence time of around 150 ms
(d) Ramsey spectroscopy on the two Zeeman states of the S-
manifold indicates a Zeeman coherence time of many 100’s of
ms owing to the efficient magnetic shielding

species and transitions with negligible sensitivity to the
main broadening mechanism [22, 23]. however, this
choice may come at the expense of other properties, such
as challenging wavelength and the need for two-species
operation. Another possibility is to work close to the
QPS nulling angle [24]. Here, controlling the direction of
the magnetic field to the required precision can be very
challenging. Dynamical decoupling (DD) techniques [25–
28], which average over multiple Zeeman components,
can effectively mitigate both the QPS and the LZS and
provide a viable avenue to enhance the accuracy of multi-
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ion optical clocks.

Dynamic decoupling has been extensively studied
and implemented across various quantum platforms,
including nuclear magnetic resonance [29–31], neutral
atoms [32, 33], solid-state spins [34, 35], and trapped
ions [36, 37]. Its applications range from enhanced
spectroscopy[38] and sensing[39] to quantum memory[40–
45] and robust quantum gates[46–51]. The basic princi-
ple of dynamic decoupling relies on the non-commuting
nature of different interactions. By applying a sequence
of carefully timed and tailored control pulses, unwanted
interactions between the quantum system and its envi-
ronment can be averaged out, effectively isolating the
system from external noise and errors. This method ex-
tends the coherence time of the quantum system, pre-
serves quantum information for a longer duration, and
improves performance.

Here, we experimentally investigate and characterize
the performance of the QCDD scheme in a multi-ion clock
setup. Following the proposal of R. Shaniv et al [26], we
showcase the method’s efficacy in suppressing the LZS
and QPS on an optical transition in a crystal of up to
seven 88Sr+ ions.

To thoroughly characterize the different systematic
shifts associated with different clock interrogation meth-
ods, we employed a self-comparison approach. We eval-
uated the clock frequency by interlacing different inter-
rogation methods throughout the integration time. This
self-comparison enabled us to quantify systematic shifts
arising from the interrogation schemes without needing
another independent clock to compare with. Using self-
comparison, we characterize the residual inhomogeneity
between the ions. We study the systematic shift due to
the RF drive used in our QCDD scheme. lastly, by self-
comparison to single ion Ramsey interrogation, we show
that the RF shift can be suppressed by interrogating two
opposite transitions. These findings contribute valuable
insights into the intricacies of multi-ion optical clocks,
laying the groundwork for future advancements in preci-
sion measurement techniques and quantum technologies.

The QCDD technique encompasses a Ramsey-like
spectroscopy scheme, composed of two π/2 optical pulses
temporally separated before and after a radio-frequency
(RF) sequence, which drives magnetic dipole transitions
between the Zeeman states in a way that nullifies the
QPS (concurrently mitigates other tensorial shifts, in-
cluding the tensor ac-Stark shift) and LZS at each clock
interrogation. A complete description of the analysis can
be found in [26]. Here, we only briefly state the underly-
ing concept. For simplicity, we focus on the Hamiltonian
of the six levels in D5/2 clock excited manifold in the
presence of near resonance RF drive. In the rotating
wave approximation (RWA), The Hamiltonian takes the
following form,

HD/ℏ = ∆BJz +QJ(J
2 − 3J2

z ) + ΩD
RF (t)Jx. (1)

Here, ∆B is the detuning of the RF drive frequency from
the Zeeman splitting due to a DC magnetic field. The
second term accounts for the QPS withQJ containing the
atomic level’s quadrupole moment, the gradient of the
electric field, and geometric factors [15]. Lastly, ΩD

RF (t)
is the time-dependent Rabi frequency that couples the
various Zeeman levels through magnetic dipole interac-
tion. When ΩD

RF (t) = 0 the time evolution operator is
simply:

U0(t) = ei[∆BJz+QJ (J
2−3J2

z )]t. (2)

However, if ΩRF (t) >> QJ ,∆B , the time evolution op-
erator can be written as,

URF (t) = ei[QJ (J
2− 3

2 (J
2
z+J2

y))+ΩRF Jx]t. (3)

To obtain the above expression from Eq.1, we have used
that J2

z = 1/2(J2
z +J2

y )+ 1/2(J2
z −J2

y ) where the second
term, which does not commute with the Jx drive and
averages out, is omitted and so is the ∆BJz term.
The full sequence is depicted in the lower part of Fig.2a

and consists of three parts. During the Ramsey time,
a continuous drive is applied for t = 2/3τ , where the
drive sign is flipped halfway. Applying this part between
two π/2 Jy rotation pulses results in a time evolution
operator,

ŨRF (2/3τ) = ei[QJ (
2
3J

2−(J2
y+J2

x))]τ . (4)

For the last τ/3 part of the sequence, the system freely
evolves according to Eq.2. At the end of the sequence,
the total phase contribution from the quadruple terms is
summed to zero. We are only left with an LZS from the
last part of the free evolution, which should be added to
the LZS of the ground state that has been ignored so far.
We can then cancel the DC (time-independent) compo-
nent of the total LZS by applying a π pulse to flip the
spin in the S1/2 ground state at the appropriate time and
flip it again just before the second optical π/2 pulse that
closes the Ramsey sequence (this is an asymmetric echo
pulse where the exact timing depends on the g-factors
ratio, see supplementary of ref[26]). Thus, the QCCD
scheme is free of the QPS and LZS.
Our multi-ion optical clock setup consists of a com-

pact vacuum chamber that accommodates a room-
temperature hand-assembled linear Paul trap (see
Fig.1a). A single current-carrying wire positioned a few
mm from the ions serves as a near-field antenna to reso-
nantly drive Zeeman transitions in both the ground state
S1/2 and the excited D5/2 manifolds. We can achieve
Rabi frequencies of up to 100 kHz. However, the typ-
ical drive remains within a few kHz range to meet our
experiments’ specific requirements.
The vacuum chamber is enclosed by a single layer of

1 mm thick mu-metal magnetic shielding. A constant
magnetic field bias of B ≈ 3 Gauss along the ions crystal
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TimeΤ1 3𝑇 Τ2 3𝑇0 𝑇Τ4 5𝑇
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𝜋

2
pulse

- RF 𝑆𝑦 𝜋 pulse on 𝑆1/2
- RF 𝐽𝑦

𝜋

2
pulse on 𝐷5/2

- RF cont. 𝐽±𝑥 drive on 𝐷5/2

(a) (b)

5 2S1/2

4 2D5/2 𝑚𝑗 = + Τ1 2

𝑚𝑗 = − Τ1 2

𝑚𝑗 = − Τ3 2

𝑚𝑗 = − Τ5 2

𝑚𝑗 = + Τ5 2

𝑚𝑗 = + Τ3 2

674 𝑛𝑚

𝑚𝑠 = − Τ1 2

𝑚𝑠 = + Τ1 2 (c)

FIG. 2. Suppressing QPS and ZS shift with QCDD Scheme. (a) A partial level-structure scheme of the 88Sr+ ion that is
relevant for the clock operation and schematics of the QCDD time sequence. (b) Overlapping Allan deviation analysis of a
measurement comparing each of seven ions in a chain to their mean when applying the QCDD scheme. A servo was applied to
keep the laser in the linear part of the Ramsey fringe by taking the average result of all ions. The plotted results are extracted
by the residual population difference between the ions with Ramsey interrogation time of 90 ms and 60% contrast. (c) The
frequency shift of each ion relative to the mean when averaging over the entire measurement time.

is generated by permanent magnets inside the mu-metal
shield complemented by small current coils that compen-
sate for a small magnetic field gradient and stabilize long-
term bias field drifts as measured on the ions. Magnetic
shielding is a critical prerequisite as our transitions are
first-order Zeeman-sensitive. Our typical Zeeman coher-
ence, presented in Fig.1d, is of the order of a second,
which is significantly longer than the optical clock coher-
ence, showcasing the effectiveness of the magnetic shield
(The coherence without the shield is limited to a few ms
only).

Our clock laser at 674 nm has a typical coherence
time of 150 ms, as measured by a Ramsey experiment
shown in Fig.1c The laser system is based on diode lasers
and includes an ECDL pre-stabilized to a ULE cavity
(F ≈ 100, 000) without temperature stabilization. This
cavity also acts as a narrow optical filter, as only the
transmitted light is utilized after it is amplified through
injection locking to another bare diode laser. A second
stabilization stage, which sets the laser’s final perfor-
mance, relies on locking to a frequency comb, which in
turn is stabilized to a narrow Ti:Sapphire laser at 729
nm. The 729 nm laser is locked to another high-finesse
(F ≈ 300, 000) and thermally stabilized ULE cavity. All
other lasers in the system are stabilized to a wavelength
meter.

Individual ion state detection within the chain is
achieved by imaging the ions on an electron-multiplying
charge-coupled device (EMCCD) camera with a 0.4 nu-
merical aperture objective. We get high fidelity (> 99%)
state discrimination with less than one ms exposure time.
Despite some overhead in the camera readout method,

the clock interrogation time dominates our measurement
duty cycle, which is around 70%.

We begin by characterizing the performance of our
QCDD scheme by comparing the frequencies of differ-
ent ions in the crystal. To this end, we implement our
scheme on a seven-ion crystal. We note here that the
clock transition QPS varies by 10’s of Hz between the
ions (Our main clock beam is along the magnetic field and
trap axial direction, which maximizes the QPS). There-
fore, performing parallel narrow Rabi-type interrogation
on all ions using a global beam is impossible. Moreover, a
standard Ramsey scheme will result in an arbitrary fringe
phase per ion, thus impeding their optimal usage. In con-
trast, our QCDD suppressed the above inhomogeneity,
allowing us to exploit all the ions fully. To characterize
the effectiveness of our QCDD scheme, we use individual
ions measurements to estimate the ion-specific detuning
for all ions in the crystal. The frequency shift per ion
is extracted from the population imbalance of the two
sides of the Ramsey fringe while accounting for the re-
duced fringe contrast of 60(10)%, which was calibrated
independently. The laser was kept on resonance by a
feedback loop, with the error signal being the mean pop-
ulation of all the ions.

Figure 2.b presents an Allan deviation analysis of such
measurement, comparing each of the seven ions to their
mean. The Ramsey interrogation time in this measure-
ment was 90 ms. Our analysis exhibits well-behaved shot-
noise limited averaging. In addition, the horizontal red-
shaded area indicates the standard deviation of the seven
ions’ detuning. This result shows that the QCDD scheme
suppresses the QPS inhomogeneity to a level below 0.03
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FIG. 3. Systematic shift due to the RF drive during the
QCDD scheme. Measurements of the RF-induced shift as a
function of the drive strength in terms of its Rabi frequency.
The inset presents the frequency shift ∆ extracted from dif-
ferential measurements with different Rabi frequencies as a
function of the Rabi frequencies ratio squared. The black line
in the inset is a linear fit of the measured data. In the main
figure the red x’s are the RF-induced shift, given the model
δRF /2π = α · (ΩD

RF /2π)
2 with α = 1.75(1) · 10−7 Hz−1] ob-

tain from of the fit in the inset. The blue solid line is theory
without any fit parameter accounting for the ac-Stark shift.

Hz or fractional frequency of 7 · 10−17. Although these
results are close to the level of the statistical error, addi-
tional inhomogeneous frequency shifts may contribute to
the measurement, for example, second-order Doppler and
ac-Stark shifts due to inhomogeneous micromotion since,
in this work, the trap was not operated at the magic RF
frequency for 88Sr+ [52]. Thus, the variation should be
considered as an upper bound.

The measurement above is similar to the correlation
spectroscopy used in [26]. It is only sensitive to differ-
ential shifts between the ions and blind to any common
frequency shifts, like those expected to arise from the
RF pulses in the QCDD scheme. Thus, such a measure-
ment alone does not prove the performance of the QCDD
method in a realistic clock operation. A prominent shift
is the cross-coupling to the S1/2 manifold when driving
on-resonance magnetic transition in the D5/2. Because of
the different g-factor in the D and S manifolds, driving
on-resonance Zeeman transition in the D is accompanied
by an off-resonance drive between the two spin states in
the S, resulting in an ac-stark shift of the two ground
states with respect to the D levels, hence shifting the
clock transition.

We measured the systematic shift due to the QCDD
drive by varying the drive amplitude in an interlaced self-
comparison measurement. In this measurement, we ran
a series of two interleaved QCDD interrogations. One
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FIG. 4. Self-comparison of five-ion crystal interrogated with
QCDD to a single-ion Ramsey spectroscopy. The main fig-
ure presents an overlapping Allan deviation of the frequency
difference between the two independent but interlaced mea-
surements. The inset shows the absolute frequency difference
∆T in each measurement. The gray shaded area indicates the
standard deviation of the eight measurements. Their average
value (black dash line) and its uncertainty (red shaded area)
obtained from the entire series of measurements is −5(±7)
mHz.

was with a fixed drive strength of Ω0
RF /2π = 1.6kHz

used as a reference, while in the second, the drive am-
plitude Ωi

RF was varied. Two independent servo loops
were employed and averaged until the frequency differ-
ence between the two interleaved QCDD interrogations
was evaluated with sufficient precision. The inset of Fig.3
shows the frequency shift as a function of the ratio of the
drive Rabi frequencies squared (Ωi

RF /Ω
0
RF )

2. A straight
line (black) is fitted to the measured data points with
excellent agreement. We then use the fit parameters and
a model of a pure quadratic shift in ΩD

RF to re-plot (main
figure) the RF-induced shift δRF directly in terms of drive
Rabi frequency ΩD

RF , which gives δRF /2π = α ·(ΩD/2π)2

with α = 1.75(1) ·10−7 Hz−1. The blue solid line is a the-
ory without any fit parameter accounting for the ac-stark
shift of the S1/2,+1/2 level due to the cross-coupling. The
theory also includes the counter-rotating terms (correc-
tion to the RWA) due to the large detuning here.

Even with a 2.5 kHz Rabi frequency used for DD, which
results in about a 1 Hz shift and a conservative estima-
tion of the stability of the drive amplitude to be at a
level of 0.5 %, we find that the contribution of the cross-
coupling to the frequency uncertainty is below 10−17. In
the following, we will show that this shift can also be
mitigated.

While the RF-induced shift agrees well with theory
and its magnitude is manageable in practice, it is al-
ways desired, if possible, to eliminate systematic shift



5

by construction. Conveniently, this can be done with
the RF induce shift by interrogating two opposite tran-
sitions with QCDD, for example, S1/2,+1/2 → D5/2,+3/2

and S1/2,−1/2 → D5/2,−3/2. Due to the symmetry of
the shift, having a sign similar to the sign of the Zee-
man states, it cancels out when taking the average of the
transitions. Furthermore, evaluating the RF systematic
shift in the scheme implemented here requires knowing
the gS/gD ratio with high precision. For 88Sr+, this ra-
tio has not been measured with high precision [53] and,
as a result, limits the systematic shift uncertainty for
a single transition interrogation. We note that a small
modification to the DD scheme can also overcome this
by adding two extra echo pulses that null the Zeeman
shift in both manifolds independently. Nevertheless, the
two-transition averaging has much more practical value
and elegantly circumvents this difficulty.

As a final experimental test, we investigate the ab-
solute frequency difference between our two-transition
QCDD scheme and a standard single-ion Ramsey inter-
rogation scheme. This measurement uses a five-ion chain
where a single measurement round consists of five dif-
ferent pairs of transitions/schemes interrogations. An
interrogation pair comprises measuring each transition
using δ = ±1/4τm detunings, where τm is the inter-
rogation time, in order not to be susceptible to varia-
tion in the optical π/2 pulses due to fluctuation in Rabi
frequency. The QCDD part consists of measuring the
two opposite transitions pairs S1/2,+1/2 → D5/2,+3/2 and
S1/2,−1/2 → D5/2,−3/2. The results of these measure-
ments are combined to form error signals for two servo
loops, which, for convenience, are separated into the
mean (for feedback on the laser frequency) and differ-
ence, which ideally should be constant. From the average
of these two transitions, we can extract the laser detun-
ing from the atomic transition δQCDD, which is free of
QPS and LZS:

δQCDD = (f+
AOM + f−

AOM )/2 (5)

Here, f±
AOM is the frequency that is added to the laser us-

ing an AOM during the interrogation of the S1/2,±1/2 →
D5/2,±3/2 transitions.

The above result is compared to the detuning δR ob-
tained from the single ion Ramsey-like interrogations
scheme, which consists of interrogating the three transi-
tions: S1/2,+1/2 → D5/2,−1/2, S1/2,+1/2 → D5/2,+3/2 and
S1/2,+1/2 → D5/2,+5/2. Averaging these three transitions
nulls the QPS, where the LZS contribution is eliminated
by adding two echo pulses (after 1/4τm and 3/4τm) in
both manifolds during the Ramsey time, which flips the
Zeeman states. Each Ramsey transition is servo inde-
pendently, where the error signal only accounts for the

central ion in the crystal. δR is then obtained as follows,

δR =
1

3
· (f+5/2

AOM +
1

2
fS
RF − 5

2
fD
RF

+f
+3/2
AOM +

1

2
fS
RF − 3

2
fD
RF

+f
−1/2
AOM +

1

2
fS
RF +

1

2
fD
RF ).

(6)

where fmJ

AOM is the AOM frequency used to interrogate

the transition S1/2,+1/2 → D5/2,mJ
and f

S(D)
RF is the RF

drive frequency used in the echo pulses applied to the
S(D) manifold. The Ramsey servos were operated on
top of the results obtained from the CQDD measure-
ment. The reason is that the QCCD uses the entire five-
ion chain and has lower projection noise. In this way, we
benefit from the improved stability (reducing the proba-
bility of phase slip) without affecting the systematic shifts
we are after. The choice of using echo pulses as an alter-
native to the more standard method of interrogating six
transitions was due to technical limitations in our hard-
ware.
The experiment results for the frequency difference be-

tween the two interrogation schemes ∆ = δQCDD − δR
are presented in Fig.4. A series of eight measurements
was taken over the course of a week and holds a total
of 37 hours of acquisition time. The stability of the fre-
quency difference ∆(τ) is analyzed using the Allan de-
viation. The results exhibit shot noise-limited behav-
ior throughout the averaging and down to 1 · 10−16(the
maximal averaging time varies a little between experi-
ments due to ion loss/laser unlocking, which results in
aborting a measurement before it ends). The absolute
frequency differences ∆T of each measurement (average
over the entire measurement time) are plotted in the inset
(blue circle). The gray shaded area indicates the stan-
dard deviation of the eight measurements. Their average
value (black dash line) and its uncertainty (red shaded
area) obtained from the entire series of measurements is
−5(±7) mHz, and in terms of the fractional frequency
uncertainty −1(±1) · 10−17.
In conclusion, we have studied and characterized a

QCDD scheme to effectively suppress dominant fre-
quency shifts in a multi-ion optical clock, specifically ad-
dressing the challenges of inhomogeneous frequency shifts
due to QPS and LZS. We demonstrated more than three
orders of magnitude suppression, resulting in inhomo-
geneity below 7 · 10−17. By self-comparison to standard
Ramsey interrogation and averaging two opposite transi-
tions, we bound the systematic shift from the RF drive to
be below 2 · 10−17. These results suggest that multi-ion
clocks can achieve significant improvements in stability
while maintaining high accuracy comparable to single-ion
clocks.
We want to highlight the recent work by the PTB

[28], which also presents a multi-ion clock featuring con-
tinuous DD. Although both our approach and theirs
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are based on the same fundamental principle of using
all Zeeman states to average out QPS and the LZS,
there are some key differences in how they are imple-
mented. Our method employs Ramsey spectroscopy with
on-resonance RF QCDD, whereas the PTB approach
uses off-resonance continuous mixing combined with Rabi
spectroscopy. Additionally, our use of magnetic shield-
ing significantly reduces the required bandwidth for DD
and the resulting RF-induced shifts. This allows us
to achieve and demonstrate high-accuracy performance
(though only in self-comparison due to the absence of a
reference).

This work was supported by the Israel Ministry of Sci-
ence (IMOS grant 3-17376) and by the State of Lower
Saxony Germany through joint research with the group
of Piet O. Schmidt, with which we also had fruitful dis-
cussions.
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