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Abstract
Music therapy has shown efficacy in serious and chronic conditions, mental disorders, and disabilities. However, there is still much to 
explore regarding the mechanisms through which music interventions exert their effects. A typical session involves interactions 
between the therapist, the client, and the musical work itself, and to help address the challenges of capturing and comprehending its 
dynamics, we extend our general computational paradigm (CP) for analyzing the expressive and social behavioral processes in arts 
therapies. The extension includes bodily and nonverbal aspects of the behavior, offering additional insights into the client’s emotional 
states and engagement. We have used this version of the CP, which employs AI pose estimation technology, image processing, and 
audio analysis, to capture therapy-related psychometrics and their intra- and inter-session analysis. The CP is applied in a real-world 
proof-of-concept study, and the results enable us to pinpoint meaningful events and emergent properties not captured by the human 
eye, complementing the therapist’s interpretations. The resulting data may also be useful in other scientific and clinical areas.
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Significance Statement

How can you capture and rigorously analyze occurrences in a therapy session, especially those that are not easily captured and per
ceived by the human eye? How can you quantify the client’s musical and bodily behaviors, and, potentially, also progress or regres
sion? How can you share these data in the scientific and clinical fields? Expanding our computational paradigm to account for the 
body language and nonverbal behavior of the client and modeling-related psychometrics, we report on the method’s application in 
a real-world music therapy proof-of-concept investigation toward answering these challenges. We also depict sessions’ events and 
findings in concise, accurate, and conveyable notation that complements the therapist’s verbal interpretations and provides empir
ical and clinical insights.
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Introduction
Music therapy is an arts-based approach used across diverse 
populations and age groups to address a range of medical situa
tions and enhance well-being. It has been found to be beneficial 
in various serious and chronic conditions, illnesses, mental dis
orders, and disabilities. Research has shown its efficacy and po
tential for inducing therapeutic and psychosocial effects in 
these contexts (1–19). Moreover, engagement with music has 
been recognized as a means to improve the quality of life and 
one’s overall well-being, not only for patients but also for 
healthy individuals. The positive effects of music extend beyond 
clinical settings, are utilized for research and practice in the so
cial sciences, and offer opportunities to understand and em
power individuals, groups, communities, and societies (20–29). 
Despite the extensive use and positive outcomes associated 
with music therapy, there is still much to explore and uncover 

regarding the underlying behavioral mechanisms through 
which music interventions exert their effects, and on a 
minute-by-minute micro level (30). Further research is clearly 
needed in order to gain a deeper understanding of how and 
why music therapy works in different contexts. This knowledge 
can help refine and enhance the effectiveness of music interven
tions (31–33).

The clinical setting in music therapy is a complex environment, 
where various elements, including the therapist, the client, and 
the musical work itself, interact dynamically. This interplay in
volves intricate and simultaneous expressive and social musical, 
verbal, and gestural behavioral processes that can be challenging 
to capture and comprehend. Often, these processes are perceived 
subjectively and interpreted by music therapists, primarily 
through verbal descriptions, which can influence subsequent ana
lyses and understanding.
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To address these challenges and enhance our understanding of 
arts therapies, a general computational paradigm (CP) has been 
developed and applied to the art and music modalities (34–37). 
This CP offers a way to overcome barriers in arts-based fields, by 
providing a rigorous and quantitative framework for tracking, 
analyzing, and documenting the actions during the sessions and 
the underlying dynamic processes. It also enables researchers to 
conduct exploratory investigations for individuals and collectives, 
as well as test hypotheses, generate new hypotheses, and discover 
knowledge grounded in empirical evidence.

Earlier versions of the CP focus on the creation work itself, i.e. 
the musical work. Here, we expand the CP to address the bodily 
and nonverbal aspects of the client’s behavior. Body language 
capture and analysis can provide valuable insights into a client’s 
emotional state, engagement, and responses (38–45) during the 
therapeutic process (46, 47), thus potentially enhancing the 
understanding of the processes involved in music therapy inter
ventions, and eventually also the effectiveness thereof. For ex
ample, a relaxed posture and open gestures may indicate a 
sense of comfort and receptiveness, while tense muscles, limited 
movement, or a closed-up posture may suggest anxiety, suspi
cion, or resistance. All these involve observing and interpreting 
nonverbal cues such as body movements, gestures, and postures 
in relation to interventions during the sessions, highly elusive 
tasks for the human eye (and memory), and hence very difficult 
to analyze and document.

Here, we focus on the computerized identification, quantifica
tion, and notation of the client’s bodily and nonverbal states 
and events of interest and in a real-life situation, that is, the auto
matic capturing of therapy-related psychometrics, their intra- 
and inter-session analysis, and the production of concise graphic
al representation. Related work on computerized analysis of body 
language in a real-world setting is relatively scarce and mainly fo
cuses on other fields, such as psychotherapy, human–robot inter
action, and psychiatry (48–50). Past attempts to represent music 
therapy sessions graphically were done through manual extrac
tion, transcription, and notation from the session’s recording 
(51–56), where in (54) bodily gestures include hands use and 
head and torso movements manually identified from a minute- 
long video.

With the new method at hand, we conducted a real-world 
proof-of-concept experiment, where subjects underwent one-on-one 
hour-long sessions with a music therapist, with the goal of enhancing 
their improvisational creativity and expressivity on a piano keyboard. 
See the experimental setup in Fig. 1A. Utilizing the method, we are 
able to pinpoint unusual and meaningful events and identify their 
exact time of occurrence during the session. It also enables us to 
identify emergent properties that signify higher-level behavior, 
which in general cannot be gleaned from mere examination of low- 
level events, that is, to discover patterns of behavior within a session 
or across sessions.

Behaviors of interest include torso positions—notably, shoul
der and hand poses, as well as the use of the piano keyboard, 
which manifest levels of expressiveness and openness (43, 54). 
For example, when improvising with the hands in the same place 
on the keyboard the hands are “closed” in the same direction vec
tor, while if the left hand is deep into the low keys and the right 
hand is on the highest keys, the hands are wide open forming a 
wide-angle “open” posture. Hands use is also of interest. Playing 
the piano with one hand or with two can help indicate as to the 
physical state of the client (e.g. cannot play with one of the hands) 
or the emotional state (e.g. does not want to with both hands or is 
intimidated by doing so) (53, 54). Putting focus on this behavior 

enables in depth understanding of the connection between the cli
ent and the instrument. Additional postures of interest are of the 
head tilt-up, straight, or down, which exposes the neck area to dif
ferent degrees, signifying various levels of confidence or stiffness, 
and emotion recognition (38, 57). Body self-touch, that is, contact 
of one’s hands on self’s body for a light and brief touch or for an 
extended duration, e.g. facial touching or arm patting, can indi
cate levels of discomfort or stress and self-comfort moves (58, 
59). Uneasiness may also be manifested by standing and walking 
away from piano keyboard (47, 60).

The kind of rigorous depiction of the session’s occurrences that 
we make possible could lead to defining a potential domain- 
specific language for similar dynamic analysis in various other 
areas.

Materials and methods
The computational method
Previous versions of the CP focus on the musical work (34–37), and 
here, we report on its expansion to handle the body language of 
the client (see Fig. 1A). We model the system for tracking the psy
chometrics of interest, which are defined in Table 1. These include 
body, head and torso poses, self-touch, hands use, and silence and 
playing epochs (on a piano) all of which have expressive and clin
ical meaning and importance as summarized in Table 1.

Overview
The inputs to the system are video and musical instrument data 
interface (MIDI) recordings of the music-based interventions ses
sions and the musical data therein. Using AI pose estimation algo
rithms that are deep neural network (DNN) based, we are able to 
generate a multijoint skeleton of the client and therapist entities 
from the video recordings (see Fig. 1B and C). Neural network is 
a broad term referring to a computational model inspired by the 
human brain’s neural structure. It typically consists of layers of 
interconnected nodes (neurons), including an input layer, one or 
more hidden layers, and an output layer. A DNN specifically im
plies a neural network with a more significant number of hidden 
layers, making it “deep.” It enables the network to capture increas
ingly complex patterns and enhancing accuracy by modeling 
intricate relationships, and in tasks like pose estimation, to de
duce spatial relationships and positions with advanced pattern 
recognition.

Here, we employ the bottom-up method, where each body joint 
is evaluated first and then they are arranged to compose a unique 
pose, and use the High-Resolution Net (HRNet) neural network 
(61), which is characterized by maintaining high-resolution repre
sentations when estimating postures, trained over the Common 
Objects in Context dataset (62). HRNet’s architecture consists of 
parallel high-to-low-resolution subnetworks with repeated infor
mation exchange across multiresolution subnetworks (see (61) for 
further details).

The video input data are frame-based; that is, around 180k vid
eo frames (with a frequency of 50 frames per second) are gener
ated from a video-recorded session of around an hour. The tools 
we have developed for mining the data include data processing, 
selection, and translation (see Fig. 2A). We also have synchronized 
the playing epochs recorded via MIDI with the video’s frames, in 
order to extract the piano-playing segments, as well as the silence 
segments. As shown in Fig. 2B, we then computationally track, ex
tract, and analyze the client’s bodily behavior, e.g. body language 
and postures of interest, from the data about the joints and by 
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Fig. 1. A) The method’s components. Input: video and MIDI recordings. Output: graphical imaging of the session (e.g. Figs. 3 and 4), interactive dashboard 
(e.g. Fig. S1 and Video S1), and summary statistics of the client’s behavioral metrics (e.g. Table 2). Process: First, the raw data are processed, selected, and 
translated. The client’s nonverbal behavior is then tracked by the model and is rigorously analyzed and documented thereof. See further details in Fig. 2
and in the text. B) Automatic generation of a multijoint skeleton for each video frame, t. The multijoint skeleton is super-positioned on the client (subject) 
and the therapist. For every two joints, the distance between them, Dij, is computed. That is, for every two joints i and j; x and y, their video frame’s pixel 
coordinates; t, a video frame at time t; the distance between joints is Dij,t = | ixy,t–jxy,t |. C) Seventeen joints constitute the multijoint skeleton: “nose,” 
“left_eye,” “right_eye,” “left_ear,” “right_ear,” “left_shoulder,” “right_shoulder,” “left_elbow,” “right_elbow,” “left_wrist,” “right_wrist,” “left_hip,” 
“right_hip,” “left_knee,” “right_knee,” “left_ankle,” “right_ankle.”
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using image processing techniques. For identifying body poses, we 
have defined measurements that include the many-to-many dis
tances between the joints (from each joint to every other joint) and 
then document the extracted bodily features in a graphical re
presentation for the full session. See, for example, the graphs in 
Figs. 3 and 4, which depict the metrics over time. In addition, we 
have developed a dashboard tool for interactively analyzing the 
sessions imaged, as displayed in Fig. S1 and Video S1. An example 
of the metrics quantification is given in Table 2.

Detailed description
The computational components of the method, as shown in 
Fig. 2A and B, are now described in detail:

The data mining procedures (see Fig. 2A): 

1. Joints and distance matrix: The camera (Panasonic full HD 
HC-V785) stores the video recording of a typical 50-min-long 
session as three part mp4 files (with a maximum length of 
4.2 MB, i.e. 22:40 min recorded time enabled for each file). 

These are merged into a single file using the OpenShot (63) 
software. This file in an input file to VirtualDub (64), which 
outputs the video as individual frames with a frequency of 
50 frames per second, that is, one video frame every 20 ms, 
resulting in 150K frames for the typical 50-min session (de
pending, of course, on its actual length). These frames are 
the input to the MMPose (65) package, which outputs the es
timation of the client and therapist’s pose, as skeleton joint 
structures for each frame (see Fig. 1B). The skeleton’s joints 
that are scarcely and illogically displaced by MMPose, 
named here as outliers, are replaced by the preceding 20 
milli frame’s joints. From these joints, the many-to-many 
matrix of the distances between the 17 joints is then com
puted for each frame: nose, eyes, ears, shoulders, elbows, 
wrists, hips, knees, and ankles (see Fig. 1C for the joint 
scheme).

2. Keyboard use: An indication of the client’s keyboard use for 
each frame is estimated using MATLAB’s image processing 
package (66) for computing the percentage of the “white” 
keys’ pixels (white and its adjacent red, green and blue tones) 

Table 1. Behavioral metrics—definition and meaning.

Attribute Specification (per session) Clinical importance and meaning

Playing segments The percentage of time the subject is playing the 
keyboard.

Indication of how much the client is engaged in 
music making and in production of sound, as 
opposed to engaging in verbal communication or 
in total silence.

Silence segments The percentage of accumulated silence epochs of 
length 100 ms or more, also owing to slow playing.

Indication of the tendency to leave open spaces 
without playing or talking, and when playing, 
indicates a less dense and slow playing 
preference.

Body pose  
Standing  
Sitting (default)

The percentage of time when the subject is sitting at 
the keyboard or rising, standing, or walking away 
from it.

Indication of crucial incidences (43, 60). Standing or 
walking away from the keyboard can indicate 
discomfort, or, difficulty with the ideas suggested 
by the music therapist and/or with playing.

Self-Touch  
Head and upper torso (while playing)  
Middle torso (while playing)  
No self-touch

The percentage of session time when the subject 
touches his/her specified body parts, while playing or 
not. 

Self-touch is often habitual and automatic and can 
thus indicate unaware and unconscious material 
(e.g. stress and uneasiness) (58, 59). Enables to 
uncover the meaning with the client and act there 
upon.

Playing hand  
Both  
Left  
Right  
Not playing

The percentage of time when the subject is playing with 
the right hand, left hand, or both hands, or not 
playing at all.

Indication of the physical (e.g. limitation) or 
emotional connection between the client and the 
playing instrument (53, 54). Enables to expose 
playing habits and dispositions, and to see if 
counteracting these can promote the client.

Head pose  
Up  
Down  
Neutral

The percentage of time the subject’s nose tip is above 
the horizon line (up) or below it (down). All angles in 
between are defined as neutral. 

Indication of neck area exposure which may 
portray levels of confidence (38, 57). When 
playing, indicates how closely the client watches 
his/her hands (down pose), or playing freely 
without restrictions (head up).

Torso pose  
Closed  
Open  
Neutral

The percentage of time the subject is playing with both 
hands in closed or open forms. If the subject is 
playing with one hand or not playing at all, the pose is 
defined as neutral. 

Indication of physical and creative restrictions 
(closed pose) or physical and creative freedom 
(open pose) (43, 54).
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and in which part of the keyboard. When the keyboard is 
played on or being touched, the number of identified white 
pixels decreases as the client’s hand(s) occlude the keys.

3. Silence attribute: The silence epochs are extracted by first 
translating the video recording into mp3 audio file (using 
the Audacity software (67)) and then using the Praat package 
(68) to identify the silences. The silence segments are 
synchronized with the video frames timeline, marking those 
where silence is detected.

4. Playing attribute: Actual playing is identified by first recording 
the session using Cubase (69) and then using the Max/MSP 
software package (70) to translate the MIDI file format into 
a regular text file for further manipulation. These data are 
synchronized temporally with the video frames, marking 
the frames in which the client was actually using the key
board and playing.

The modeled tracking and analysis procedure (see Fig. 2B and 
Tables 1 and 2): 

• Playing segments—determined by procedure (4).
• Silence segments—determined by procedure (3).
• Body pose—determined by computing joints distance from 

sitting position.
• Self-touch—determined by computing the spatial pos

ition of the wrists in relation to the body parts, derived 
from the distance matrix (1) and playing attribute (4) 

(this is necessary since there can be states where the cli
ent in engaged both in playing and self-touch).

• Playing hand—determined by computing the spatial wrist 
position in relation to the keyboard, as derived from the 
distance matrix (1) and playing attribute (4).

• Head pose—determined by the computation of angles of the 
head’s joints in space (nose, ears), and evaluating the head tilt.

• Torso pose—determined by the distances between the 
shoulders and the elbows from the distance matrix (1), as 
well as whether the client is playing (4) and whether the play
ing is with both hands.

Experimental design

The one-on-one study included a music therapist playing on a 
piano keyboard and a participant playing on a separate keyboard. 
Each one of the four subjects participated in six sessions of ∼50 
min long, each of which began and ended with a free improvisation. 
In between, the subjects were given exercises and tasks by the ther
apist, to execute alone or accompanied by him, with the aim of im
proving their creativity and expressivity.

An open discussion was held after each improvisatory exercise, 
in order to gain insight into the creative and expressive processes 
that took place during the improvisation. See the detailed and for
mal protocol in Fig. S2.

The sessions were not defined to the subjects as therapeutic. 
However, they did carry a flow similar to music therapy sessions 
and thus served as a good model to simulate the musical, verbal, 

Fig. 2. A) A detailed scheme of the data mining procedures to process, select, and translate the raw data. B) The processed data of procedures (1)–(4) are then 
used by the method’s modeled tracking and analysis algorithms and heuristics to identify and track the behavioral metrics and to analyze their values.
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and gestural occurrences that are typical in musical therapy ses
sions. The participants were healthy/normal subjects, 22- to 

35-y-old females, having had college-level musical education as 

well as several years of piano training, and modest experience in im

provisation. The musical instrument used by the participants was a 

Casio MIDI piano keyboard controller (PX-160) and a pedal (sp-3).

Ethics declaration
The research protocols were reviewed and approved by the 
Weizmann Institute’s Bioethics and Embryonic Stem Cell research 
Oversight Committee and Bar-Ilan University’s Ethics Committee. 
All participants signed a written informed consent. Informed con
sent was obtained to publish the information/image(s) in an online 

Fig. 3. Graphic imaging of Subject A’s nonverbal behavior during an entire session. The abscissa is the session’s time line in minutes, where the ordinate 
depicts the metrics and their computed session’s statistics. A) The first session of Subject A. The marked occurrences are depicted with their respective 
video frames. Exemplification of (1) torso pose of an open hands configuration; (2) torso pose of a closed form; (3) rising; and (4) head pose in an open form. 
B) The last session of Subject A.
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open access publication. All methods were performed in accord
ance with the relevant guidelines and regulations.

Results
Our extended CP is applied in a proof-of-concept study showing its 
feasibility on two subjects, referred to as Subject A and Subject 

B. The body language of a client relevant to music therapy (46, 
47, 53, 54) is carefully considered and learned idiosyncratically 
and is then used as a point of reference to other sets of informa
tion (e.g. the music that the client makes, the themes that s/he 
brings up), and in comparison between different points of time 
during the clinical process. We demonstrate how we obtain new 
empirical insights, compare the quantitative results with the 

Fig. 4. Graphic imaging of Subject B’s nonverbal behavior during an entire session. The abscissa is the session’s time line in minutes. The ordinate depicts 
the metrics and their computed session’s statistics. A) The first session of Subject B. B) The last session of Subject B. Exemplified occurrences are depicted 
with their respective video frames. Depiction of (1) self-touch of head and middle torso; (2) standing and turning away from the keyboard; (3) self-touch of 
head while playing with the right hand; and (4) head pose in the down form.
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therapist’s notes, and generate hypotheses relating to the emo
tional states of the client, for which further clinical validation is 
described in the Discussion section. We first exemplify the ana
lysis of the subjects’ body positions in single specific sessions 
that can be clinically indicative and useful to the music therapist 
(intra-session analysis), and then demonstrate how the method 
can be used to compare the body positions between sessions 
and between subjects (inter-session analysis).

Intra-session analysis (micro-analysis)
The occurrences captured and analyzed for Subjects A and B in 
several sessions are depicted in Figs. 3 and 4, respectively, and 
the total statistics are summarized in Table 2. The first session 
of Subject A was characterized by openness in playing with both 
hands in open torso form, during a significant part of the session, 
i.e. 16%. Adding to this was the head pose, in an up pose for 4% of 
the time, and talking or playing (not silent) around 83% of the ses
sion. Such data are useful for music therapists to understand in 
what emotional state the client was in this session, to use it as 
baseline for further sessions, or to cross examine it with his or 
her subjective impressions. The music therapist noted on this ses
sion that he felt the client was “afraid of how her music will sound” 
and “that it won’t turn out well” (see Fig. S3). The body position 
data, on the contrary, indicated openness, which can challenge 
the music therapist’s subjective feelings and enable other com
peting clinical hypotheses to surface.

Subject B’s last session was in a down head pose in an ex
tremely significant part of the session (88%) and playing mostly 
with the right hand. She was also engaged in self-touch 9% of 
the time, touching either her head, upper, or middle torso, with 
about a third of this time carried out while playing. A notable oc
currence is the Subject B standing and walking away from the 
keyboard for a period of around a minute (as was also revealed 
by the interactive dashboard tool exemplified in Fig. S1 and 
Video S1). The subject played with both hands during her last im
provisation, at time 42 min in an open torso form. Following that, 

and proceeding until the end of the session, she was engaged in a 
conversation. Put together, these data portrays the possible un
easiness of the client was during the session. This hypothesis 
can then be examined in comparison with the same measures 
in other sessions, to see whether they are consistent, notably 
with the first baseline session. The music therapist can use this 
information to explicitly ask the client if she felt uneasy for 
any reason, and if so to see whether this could, or should, be dis
cussed and in future sessions, and possibly take appropriate 
steps to alleviate it.

Inter-session analysis (macro-analysis)
As shown in Fig. 3, Subject A rose five times during the last session. 
Playing was carried out with both hands in an open torso pose for 
about 20% of the session time. The significant silence during these 
periods manifested relative slow playing. These numbers are 
different from the baseline measures in the first session and could 
allow the music therapist to examine whether goals such as in
creasing vitality and boldness were achieved in the sessions. In 
his notes on the last session (Fig. S3), the music therapist indeed 
refers to some improvement that the client reported of, though 
with a great deal of reservation. Had he shown her the data 
from her body position analysis, it could have added impetus 
and validity to her feeling.

Subject B’s last session shows an increase in some metrical 
measures as compared to her first (Fig. 4). In the first session, self- 
touch was present to a lesser extent than in the last session, as 
well as the down head pose, playing with a single hand, and si
lence segments. This could alert the music therapist to a regres
sion in the uneasiness of the client that was noted in the first 
session. It should also be interpreted in the context of other meas
ures that might have changed during the following sessions, such 
as increases in creative explorations, which might, at first, affect 
one’s (bodily) comfort (71, 72). Music therapists could use such in
formation as a basis for a dialogue with the client, in which such 
issues can be clarified.

Table 2. The subjects’ behavioral metrics measurements.

Attribute Subject A First 
session (%)

Subject A Last 
session (%)

Subject B First 
session (%)

Subject B Last 
session (%)

Subject A 
average (%)

Subject B 
average (%)

Playing segments 37 30 37 42 33.5 39.5
Silence segments 17 41 33 50 29 41.5
Body pose

Standing ∼0 ∼0 ∼0 1 ∼0 0.5
Sitting ∼100 ∼100 ∼100 99 ∼100 99.5

Self-Touch
Head and upper 
torso

3 1 3 9 2 6

while playing ∼0 ∼0 ∼0 3 ∼0 1.5
Middle torso ∼0 ∼0 ∼0 ∼0 ∼0 ∼0

while playing 0 0 0 0 0 0
No self-touch 97 99 97 91 98 94

Playing hand
Both 17 23 8 5 20 6.5
Left 1 ∼0 ∼0 ∼0 0.5 ∼0
Right 18 6 27 34 12 30.5
Not playing 63 70 63 58 66.5 60.5

Head pose
Up 4 1 0 ∼0 2.5 0
Down 3 2 49 88 2.5 68.5
Neutral 93 97 51 12 95 31.5

Torso pose
Closed ∼0 2 ∼0 0 1 0
Open 16 21 7 5 18.5 6
Neutral 83 77 92 95 80 93.5
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In addition to inter-session comparison, some behavioral at
tributes repeating themselves may point to personal patterns 
and characteristics (73, 74), as given in the last two columns of 
Table 2, averaging the emerged metrics. Subject B was less talk
ative than Subject A, as manifested from both the silence and 
playing segments. Notable bodily occurrences that were more in
tensive for Subject B and less so for Subject A, are self-touch, down 
head pose, and playing with one hand. Such personal patterns can 
be reflected to the client, who might not be aware of them, and 
thereafter, decided whether they should be treated (increased, di
minished) as part of the process.

Discussion
To address the challenges that the dynamic environment of music 
therapy imposes on understanding its effects, in this paper we have 
expanded our CP (34–37) to track, analyze, and document the bodily 
and nonverbal behavior of the client. Adding to these is imaging the 
session in a graphical format and gearing its notated and concise 
reporting toward the development of a domain-specific language, 
aimed at conveying and disseminating these understandings. 
That is, when a commonly accepted language is adopted within a 
specific area of expertise, it opens up abundant avenues for com
munication and comprehension among experts and communities 
within the pertinent fields of that domain.

Comparing the model’s results with the written notes of the 
therapist (Fig. S3) shows that the method makes it possible to cap
ture and analyze phenomena missed by the human eye (e.g. self- 
touch and head pose). Whereas the therapist’s evaluation of the 
sessions is usually qualitative, we enable an objective, quantita
tive measurement of psychometrics, which complements the 
therapist’s notes and thus provides additional and often novel 
insights. In way of extending our current reporting, we describe 
further validation steps for the behavioral metrics in studies de
scribed in detail in Experiment S1, which mainly upscale the num
ber of clients, music therapists, and sessions investigated. Upon 
their further validation, the metrics may facilitate a quantitative 
assessment of progress or regression of a client and may be con
sidered as idiosyncratic “behavioral markers,” e.g. in identifying 
turning points (75–77).

We have illustrated the feasibility and advantages of our meth
od. Nevertheless, issues that further need to be addressed are the 
acceleration of some computational aspects of the technology, 
since the AI component of pose estimation is still time- and space- 
consuming. In addition, for applying the approach in a real-world 
clinical setting, the therapist may need to assimilate it as part of 
the session and the client’s evaluation process, and the client, to 
consent to be videoed.

The system is flexible, in that in enables different therapists to ask 
it to focus and analyze those bodily expressions they find important, 
thus tailoring it for different clinical scenarios and therapeutic ap
proaches. This causes us to believe that the method can be utilized 
in other therapy fields, such as art therapy and psychotherapy.

Capturing bodily and nonverbal occurrences, in addition to the 
rigorous enablement of tracking and documenting the art and 
musical work itself (34–37), meets the challenge of investigating 
the first two components in the triangular relations of “client— 
musical work—therapist.” Potential avenues for future work in
clude the interaction between the therapist and client, e.g. their 
bodily synchronization, additional nonverbal metrics, e.g. facial 
expressions, and the expansion of the CP to be used in more com
plex music therapy settings that involve choice of various playing 
instruments.

Conclusion
Our method provides a useful framework for understanding and 
analyzing the complex dynamics within the clinical setting. It of
fers a means to quantitatively track and document expressive 
and social behavioral processes, facilitating empirical investiga
tions and knowledge discovery. Through intra-/local-/micro- 
analysis and inter-/global-/macro-analysis, researchers can gain 
a deeper understanding of the therapeutic process and its under
lying mechanisms, with possible applicability in other relevant 
fields too.
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