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Abstract—This paper studies the impact of quantization in
integrate-and-fire time encoding machine (IF-TEM) sampler used
for bandlimited (BL) and finite-rate-of-innovation (FRI) signals.
An upper bound is derived for the mean squared error (MSE)
of IF-TEM sampler and is compared against that of classical
analog-to-digital converters (ADCs) with uniform sampling and
quantization. The interplay between a signal’s energy, bandwidth,
and peak amplitude is used to identify how the MSE of IF-TEM
sampler with quantization is influenced by these parameters. More
precisely, the quantization step size of the IF-TEM sampler can
be reduced when the maximum frequency of a bandlimited signal
or the number of pulses of an FRI signal is increased. Leveraging
this insight, specific parameter settings are identified for which the
quantized IF-TEM sampler achieves an MSE bound that is roughly
8 dB lower than that of a classical ADC with the same number
of bits. Experimental results validate the theoretical conclusions.

Index Terms—Quantization, time encoding machine, bandlimited
signals, integrate-and-fire, finite-rate-of-innovation

I. INTRODUCTION

Sampling and quantization are fundamental topics in signal
processing and play a crucial role in numerous applications such
as telecommunications, radar, biomedical and robotic systems
[2]–[4]. Traditionally, bandlimited (BL) signals are sampled at a
rate greater than or equal to that dictated by the Nyquist-Shannon
sampling theorem, where the samples are acquired in discrete,
equally spaced intervals along time [5], [6]. These sampling
systems are almost exclusively synchronized to a global clock.
Generally, such clocks are power-hungry, expensive, and
susceptible to electromagnetic interference at high sampling rates,
which incur high engineering costs, particularly in the context
of deep submicron very-large-scale integration (VLSI) [7]–[11].
Therefore, asynchronous circuit systems and architectures that
eliminate the need for a global clock have been proposed to
achieve more energy-efficient designs, immunity to metastable
behavior, and reduced electromagnetic interference [12], [13].

An integrate-and-fire time encoding machine (IF-TEM) is a
popular asynchronous sampler due to its low power consumption
[14] and simple hardware design [15]. In this mechanism, the
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non-negative input signal is first integrated and then compared to
a threshold. The differences between successive time instances
at which the threshold is reached are recorded, which ultimately
leads to non-uniform time samples [16]–[18]. Time-based
sampling hardware, which uses time instances (spikes) only for
reconstruction, consumes less power than conventional uniform
sampling-based hardware [8], [19]–[23]. Perfect reconstruction
of BL signals from TEM outputs has been widely studied in the
literature [1], [16], [18], [24]–[27]. The results on time-encoding
machines have also been extended to functions in shift-invariant
spaces [28], typically by linking time encoding with a non-
uniform sampling mechanism [29], [30]. More recent techniques
exploit the signal’s underlying structure, allowing accurate
sampling and reconstruction at a sub-Nyquist rate [31]–[34].

Several studies [9], [25], [30], [31], [33] have investigated
perfect reconstruction from IF-TEM samples but did not consider
the impact of finite quantization. Lazar and Tóth [16] examined
the effects of quantization for BL signals. They showed that the
MSE upper bound for time quantization is exactly the same as the
MSE upper bound for amplitude quantization when employing
non-uniform sampling for the same number of bits. Our analysis,
however, charts a different course. We compare the IF-TEM with
quantization and the classical ADC that incorporates uniform sam-
pling and quantization. These distinct lines of study can yield dif-
ferent outcomes, primarily due to the different systems being eval-
uated in relation to the IF-TEM sampler with quantization. More-
over, they did not explore the potential advantages that can be
obtained by exploiting the interplay between the signal’s energy,
frequency, and maximal amplitude using an IF-TEM sampler with
quantization in MSE terms, which is a focal point of our study.

Our contribution is twofold. First, we analyze the quantization
step size for the IF-TEM sampler, highlighting its distinctive
characteristics when compared to standard sampling techniques.
Specifically, by leveraging the interplay between the signal’s
energy, frequency, and maximal amplitude - where an increase in
frequency or energy results in a corresponding increase in the sig-
nal’s maximal amplitude and vice versa - we demonstrate that as
the frequency of the IF-TEM input for BL signals or FRI models
increases, the quantization step size decreases. This analysis sheds
light on the unique behavior of the IF-TEM sampler in terms of
quantization. Second, we demonstrate the superior performance
of the IF-TEM sampler with quantization, achieving an average
of 8 dB improvement compared to uniform classical samplers
in terms of MSE for the scenarios considered, encompassing
both BL and FRI signal models. In particular, we show that this
improvement can be achieved by leveraging the interplay between
the signal’s characteristics and imposing specific conditions on
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(a)

(b)

Fig. 1. Schematic diagram of (a) classical sampler and (b) IF-TEM sampler.

IF-TEM parameter selection. Our results show the advantages of
the IF-TEM sampler over traditional samplers, leading to reduced
bit requirements for both the total number and per sample.

The paper is structured as follows: In Section II, we formulate
the problem and provide relevant background information. In
Section III, we analyze the quantization strategies for BL signals
using classical and IF-TEM sampling techniques. In Section
IV, we present the derivation of recovery error bounds for BL
signals resulting from quantization of IF-TEM time instance
differences and compare it with classical sampler recovery error
resulting from amplitude quantization. Additionally, we derive
conditions under which the IF-TEM MSE upper bound is lower
than the MSE of a classical sampler. Section V is devoted to
the analysis of quantization strategies for classical and IF-TEM
sampling schemes with FRI signals. Finally, we conclude the
paper in Section VI.

II. PRELIMINARIES AND PROBLEM FORMULATION

We begin with background results for the IF-TEM sampler
and discuss signal models. Following that, we present the
problem formulation.

A. IF-TEM vs. Classic Sampler

Conventional signal sampling involves uniform measurement
of the signal’s amplitude at specific time intervals. More
specifically, given an input signal x(t), the sampling process
yields instantaneous samples x(nTs) with a sampling interval of
Ts, as shown in Fig. 1a. In contrast, time encoding machines are
a special type of sampling mechanism that encodes the input x(t)
by storing time instances instead of amplitudes. Consider an IF-
TEM with bias b, scaling κ, and threshold δ, as shown in Fig. 1b.
The input signal to the IF-TEM, x(t), is real-valued and bounded
such that |x(t)|≤c<b<∞. To time-encode x(t), we add a bias
b, scale the non-negative signal x(t)+b by 1/κ, and integrate it.
The integrator resets when the integral exceeds a threshold δ, and
we record the time differences between consecutive firing instants,

(a)

(b)

(c)

(d)

Fig. 2. Sampling mechanism of a signal x(t) using an IF-TEM sampler. (a)
the signal x(t). (b) the signal with an addition of a bias b such that x(t)+b is
a non negative signal. (c) the signal x(t)+b is integrated and scaled, each time
the threshold δ is reached the integrator resets and the time differences between
consecutive time instances Tn = tn − tn−1 are recorded. (d) The IF-TEM
series of time instances is calculated by summing up the time differences Tn

starting from an initial time instant t0=0.

also called firing intervals (see Fig. 2). From these firing intervals,
we calculate the time instances, which encode the input signal.

The IF-TEM input x(t) and the time instances {tn}n∈Z are
related as ∫ tn+1

tn

x(τ)dτ=−b(tn+1−tn)+κδ. (1)

The measurements
∫ tn+1

tn
x(τ)dτ are used in the reconstruction

of the input signal from the firing instants. From (1) and the fact
that |x(t)| is bounded by c, the time difference Tn= tn+1−tn
is bounded by [16]

∆tmin≜
κδ

b+c
≤Tn≤

κδ

b−c
≜∆tmax. (2)

Due to the bounded nature of temporal time differences, these
values are the ones that are quantized and stored in memory.

B. Sampling and Reconstruction of BL Signals

Signal reconstruction from IF-TEM outputs has been
established when the input is a c-bounded, 2Ω BL signal in
L2(R) [1], [16], [18], [25].

Definition 1. A signal x(t) is said to be c-bounded and 2Ω
BL signal if |x(t)|≤c, where c∈R, and its Fourier transform is
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zero outside the closed interval [−Ω,Ω], where Ω is in radians
per second.

The Shannon-Nyquist theorem, which we refer to as the
classical approach, states that a 2Ω BL signal x(t) can be
perfectly recovered from its uniform samples x(nTs), if the
sampling rate is at least the Nyquist rate Ω

π Hz [5].

Definition 2. A signal x(t) ∈ L2(R) is said to have finite
energy E∈R if

E=

∫ ∞

−∞
|x(t)|2dt<∞.

An effective way to express the energy of a BL finite-energy
function is by its Parseval’s relation, which produces

E=

∫ ∞

−∞
|x(t)|2dt= 1

2π

∫ Ω

−Ω

|X(jω)|2dω, (3)

where X(jω) is the continuous-time Fourier transform of the
signal x(t). In general, the bandwidth 2Ω and the amplitude
upper-bound c are independent. Here, we consider BL signals
with maximal energy E; in this case, as given in [35], the
relation between Ω and c is

c=

√
EΩ

π
. (4)

We adopt the IF-TEM sampling mechanism with a zero
refractory period, following the approach proposed in [18]. By
using an iterative approach, the authors in [18], [30] showed
that BL signals can be perfectly recovered using an IF-TEM
with parameters {b,κ,δ} if b>c and

∆tmax=
κδ

b−c
<

π

Ω
. (5)

The bound in (5) requires a bandwidth that is inversely
proportional to the time difference between the firing instants,
i.e., the BL input signal can be recovered if the overall firing
rate of the IF-TEM is higher than the Nyquist rate. Using
the IF-TEM sampler, the signal is reconstructed similarly to
a BL signal with non-uniformly spaced amplitude samples. The
reconstruction operator R is defined as:

R(x(t))=

∞∑
i=1

(∫ ti+1

ti

x(u)du

)
sincΩ(t−si), (6)

where si=
ti+ti+1

2 and

sincΩ(t)=

{
sin(Ωt)

πt , if t ̸=0.

1, otherwise.
(7)

The values of
∫ ti+1

ti
x(τ)dτ i ∈ Z are evaluated from the

IF-TEM output sequence {ti}i∈Z using (1). Assuming (5) holds,
the c-bounded 2Ω BL signal x(t) can be perfectly recovered
using the following iterative algorithm, as showed in [16]:

xl+1(t)=xl(t)+R(x(t)−xl(t)), (8)

where l∈N and x0(t)=R(x(t)). It is crucial to note that the sig-
nal x(t) is known in analog form rather than digital form. There-
fore, the subtraction x−xl can be generated using analog hard-
ware and then passed through R. In this case, liml→∞xl(t)=

x(t), and ∥x−xl∥≤ rl+1∥x∥, where r= κδ
b−c

Ω
π <1. Next, we

discuss sampling and recovery for FRI signals.

C. Sampling and Reconstruction of FRI Signals

Sampling and recovery of FRI signals, which have a limited
number of degrees of freedom, are of great interest in applications
such as radar and ultrasound [6], [36], [37]. Common FRI signal
models involve a linear combination of delayed copies of a known
pulse. A typical framework for sampling and reconstruction of
such signals includes a custom sampling kernel, an ADC, and a
parameter estimation block. The purpose of the sampling kernels
is to disperse the FRI signal information so that the parameter
estimation block can estimate time delays and amplitudes using
a low sampling rate and a finite number of samples (see Fig.
3). In [33], the recovery of both periodic and non-periodic FRI
signals using the IF-TEM sampler is demonstrated. Here, we
focus on sampling and reconstruction of T -periodic FRI signals.

A signal x(t) is said to be a T -periodic FRI signal if

x(t)=
∑
p∈Z

L∑
ℓ=1

aℓh(t−τℓ−pT ), (9)

where the FRI parameters {(aℓ,τℓ)|τℓ ∈ (0,T ],aℓ ∈R}Lℓ=1 are
the unknown amplitudes and delays. The number of FRI pulses
L and the pulse shape h(t)∈L2(R) are known.

Since x(t) is T -periodic, it has the following Fourier series
representation

x(t)=
∑
k∈Z

X[k]ejkω0t, (10)

where

X[k]=
1

T
H(kω0)

L∑
ℓ=1

aℓe
−jkω0τℓ , (11)

and ω0 = 2π
T . Here H(ω) is the continuous-time Fourier

transform of h(t). The rate of innovation of x(t), that is, the
degrees of freedom per unit time interval, is 2L

T .
The parameters {aℓ,τℓ}Lℓ=1 can be uniquely computed from

a minimum of 2L and 2L+2 Fourier series coefficients (FSCs),
for the classical and IF-TEM setup respectively, by using spectral
analysis methods, such as the annihilating filter (AF) [6], [32],
[33], [36]. Hence, 2L FSCs X[k] can uniquely determine the
FRI signal x(t) [6]. Thus, the FRI signal reconstruction problem
is reduced to uniquely determining the desired number of FSCs
from the signal measurements. Reconstruction from IF-TEM
outputs has been considered for cases where the FRI input is c-
bounded and is guaranteed if the IF-TEM parameters satisfy [33]

1

∆tmax
≥ 2L+2

T
. (12)

This condition is similar to the classical FRI method where per-
fect recovery is achieved when sampling at the rate of innovation.

D. Problem Formulation

Previous studies have predominantly concentrated on perfect
sampling and reconstruction using IF-TEM, disregarding the
impact of quantization. The authors in [16] compared the
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Fig. 3. A kernel-based FRI sampling framework: An FRI signal x(t) is first
filtered by a sampling kernel g(t) and then instantaneous uniform samples
are measured at a sub-Nyquist rate. Parameters of the FRI signal are estimated
from the sub-Nyquist samples.

Fig. 4. Generalized sampling with quantization system mode: Filtered
continuous-time signal y(t) = (x ∗ g)(t) is sampled by a sampler S that
results in a discrete representation {θn}n∈I , where I is a countable set. The
representation is quantized by a quantizer Q, resulting in {fQ(θn)}n∈I .

reconstruction errors resulting from quantizing in the time and
amplitude domains with non-uniform sampling. They showed
that, with non-uniform sampling employed for amplitude
quantization, the MSE upper bound for time quantization exactly
matches that of amplitude quantization for the same number of
bits. However, these investigations did not include a comparison
between the IF-TEM sampler with quantization and the classical
uniform sampler, nor did they explore the relationship between
signal energy, frequency, and maximal amplitude. Additionally,
the consideration of FRI signals was not part of their analyses.
In contrast, our contribution addresses these gaps by conducting
a comparison between the IF-TEM sampler with quantization
and the classical uniform sampler. Additionally, we examine
the interplay between signal energy, frequency, and maximal
amplitude to shed light on its impact on the quantization step
size for both the IF-TEM and the classical sampler.

Our objective is to capitalize on this relationship and analyze
the performance in terms of MSE. Specifically, we aim to evaluate
and compare the signal recovery error for both the IF-TEM and
classical setups when reconstructing a signal x(t), which can be
either an FRI or a BL signal, from its quantized samples. For BL
signals, we consider a 2Ω BL and c-bounded signal in L2(R)
with a maximum energy of E<∞. For FRI signals, we focus
on a T -periodic FRI signal as defined in (9), where our goal
is to retrieve the FRI parameters {aℓ,τℓ}Lℓ=1 from quantized
IF-TEM samples, with FSCs calculated from quantized samples.

A generalized sampling with a quantization scheme is
illustrated in Fig. 4. The input signal x(t) is passed through
a sampling kernel g(t), resulting in the signal y(t). From
y(t), we compute a set of measurements, {θn}n∈I , where
I is a countable set. The sampler is denoted by S, and the
quantizer is denoted by Q. The sampler can be an instantaneous
classical sampler, as shown in Fig. 1(a), with θn=y(nTs), or
an IF-TEM, as depicted in Fig. 1(b), with θn= tn.

For BL input signal, the sampling kernel is a low-pass filter
or can be removed. For FRI input signal, in both IF-TEM
and classical settings, the sampling kernel g(t) is designed
such that 2L+2 FSCs of x(t) are computed from {θn}n∈I ,
where |I| ≥ 2L+2. A sum-of-sincs (SoS) filter can be used

to determine the FSCs from the measurements [33], [37].
After the sampler computes the measurements θn of the

signal x(t), the samples are quantized. In the classical ADC,
the instantaneous amplitude samples y(nTs) are quantized
using a uniform quantizer. In the quantized IF-TEM sampler,
the differences of time-encodings, denoted Tn= tn+1−tn are
discretized using a uniform quantization1. We shall refer to
these quantized time differences as T̂n.

In the following sections, we begin by examining the
quantization strategies employed in classical and IF-TEM
sampling schemes for BL signals. The methodology on how
to choose the appropriate quantization step size is discussed.
Subsequently, we perform a comparative analysis of the classical
and IF-TEM reconstructions by deriving an upper bound on
the MSE of the recovered BL signals from the quantized
measurements fQ(θn). Furthermore, we identify the specific
parameter settings for the IF-TEM sampler that result in superior
MSE performance compared to the classical sampler while
maintaining a fixed and finite quantization resolution. We then
demonstrate the superior MSE performance compared to the
classical sampler, extending our findings to FRI signals.

III. QUANTIZATION ANALYSIS

In this section, we study quantization for classical and
IF-TEM sampling schemes for BL signals.

A. Classical and IF-TEM Samplers Quantization Step

We first demonstrate that as in IF-TEM the energy E or
the frequency of the BL signal grows, the dynamic range
∆tmax−∆tmin = κδ

b−c −
κδ
b+c of each time sample decreases.

In particular, we show that, in contrast to the classical method,
for a specific selection of IF-TEM parameters and fixing the
ratio between b and c, increasing the frequency or energy of
the signal increases the quantizer’s resolution [1].

In either the traditional or IF-TEM sampling system, the
sampled signal is quantized by an identical uniform scalar
quantizer with a resolution of log2K bits, meaning that each
quantizer can produce K distinct output values [38]. We begin
by discussing quantization of a BL signal within the classical
framework. Let x(t) be a BL signal with finite energy E [35],

|x(t)|≤c≜

√
EΩ

π
. (13)

Since x(t) is c-bounded, the dynamic range of the instantaneous
samples x(nTs) lie within [−c,c]. Consider a K level uniform
quantizer with N bits, i.e., K = 2N . The classical sampler
quantization step size is given by

∆classic=
2c

K
. (14)

It is worth noting that when quantizing the amplitude
differences, akin to quantizing the time differences in IF-TEM,
the range of the instantaneous samples x((n+1)Ts)−x(nTs)
lies within the interval [−2c, 2c]. In this scenario, the

1As explained in Section III, we also compared the IF-TEM results
to the classical sampling scheme where the instantaneous samples
y((n+1)Ts)−y(nTs) are quantized.
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quantization step size for the amplitude differences in the
classical sampler can be expressed as:

∆classic diff=
4c

K
=2∆classic. (15)

Consequently, by utilizing the same number of bits N=log2K ,
the quantization step resolution for the amplitude differences
method is inferior to that of the classical method, where only
the amplitudes themselves are quantized. In light of this, we
proceed to compare the quantization performance of the IF-TEM
approach with the quantization employed in the classical method.

In the IF-TEM sampler, the time-differences Tn are quantized.
Using (2), the dynamic range of Tn is [ κδ

b+c ,
κδ
b−c ]. Hence, for

a K-level uniform quantizer, the IF-TEM quantization step-size
is given by

∆IF-TEM=
κδ
b−c−

κδ
b+c

K
=

κδ

(b+c)(b−c)

2c

K
. (16)

We note that the integrator constant κ is a parameter of the
integrator circuit, which is usually fixed [21], [25]. In practice, the
threshold δ, which is a parameter of the comparator, and the bias
b, are easier to control. Thus, to have sufficient number of samples
for recovery (5), one can increase the bias b or decrease the
threshold δ. Both b and δ are generated by a DC voltage source,
so large values of bias and threshold necessitate a high power
input. Therefore, to minimize power requirements, the bias b and
δ should be as small as possible. Nevertheless, for fixed values of
b and κ, low δ results in a large firing rate, above the minimum
desirable firing rate. Thus, a possible way to strike a balance
is to select fixed values of δ and κ, and to choose the bias b>c
such that b=αc, where α>1 and b−c= ϵ>0. Consequently,
to analyze the relation between the signals frequency Ω and
∆IF-TEM, fixed values of δ and κ are assumed, while b may vary.

We next show that by increasing Ω, the quantization step size
∆IF-TEM decreases. We summarize this result in the following
theorem.

Theorem 1. Consider an IF-TEM sampler, succeeded by a
K-level uniform quantizer, where K=2N and N denotes the
number of bits. For 2Ω-BL signals with maximal energy E,
given a fixed α>1, let the IF-TEM bias be represented by b,
such that b=αc, where c is defined in (13). Under Nyquist-like
constraint (5), the quantization step ∆IF-TEM decreases as the
energy E or the frequency Ω increases.

Proof. Fix κ and δ. The bias is chosen such that b=αc with
fixed α>1. Substituting b into (16), we have

∆IF-TEM=
κδ

(α+1)(α−1)

2

cK
. (17)

Using condition (13) and (5) results in

∆IF-TEM=
κδ

(α+1)(α−1)

2

K
.

√
π

EΩ
. (18)

Thus, with an increasing signal’s energy E or frequency Ω, the
IF-TEM quantization step size decreases.

These findings highlight a significant difference from the
classical method: Increasing the signal’s frequency or energy,
which correlates with the maximal amplitude of the class c,

leads to an improved resolution of the quantizer. The connection
between b and c is pivotal, particularly the relationship b=αc
for a constant α > 1. This relationship is instrumental in
deducing that ∆IF-TEM decreases as the signal amplitude
increases. Note that an increase in c does not necessarily
decrease the quantization step size ∆IF-TEM.

Fig. 5. Time instances differences in IF-TEM with BL signals as a function
of the frequency band. In red: the difference ∆tmax−∆tmin, as defined in
(2). In blue: the solid line shows the average values of ∆t∗max−∆t∗min, which
are the real difference. See the range in Table I.

TABLE I
TIME INSTANTS RANGE IN IF-TEM WITH BL SIGNALS.

Frequency [HZ] 5 10 30 50
∆tmax−∆tmin[e−04] 32 22 13 10
∆t∗max−∆t∗min[e−04] 13 5.2 1.4 0.85

To underscore the significance of this relationship, consider an
example with a non-fixed α>1, where b=αc. Given a fixed K
(corresponding to a fixed number of bits per sample, using uni-
form quantizer) and choosing κ=δ=b=1: In the first case: For
c= 1

4 , this corresponds to α=4, resulting in ∆IF-TEM= 8
15K . In

the second case: For c= 1
2 >

1
4 (indicating an increase in c), this

relates to α=2, yielding ∆IF-TEM= 4
3K . Despite the increase in

c, we observe an increase in the quantization step size. This result
is attributed to our choice of a non-fixed α. The relation between
the amplitude c and the bias b needs to obey the Nyquist condition
given in (5). Moving forward, we assume that the relationship
between b and c is defined as b=αc, with a constant α>1.

Comparing (14), (15), and (17), we observe that the
quantization step size in classical sampling increases with the
amplitude of the BL signal. However, in IF-TEM, the step
size decreases with amplitude. Furthermore, when increasing
Ω>0, the time instances become closer, which causes smaller
values of Tns and ∆tmin,∆tmax become closer (see Fig. 5 and
Table I). Thus, as shown in Section IV, the quantization error
can be reduced, and the IF-TEM results in a lower quantization
error than the classical scheme for the same amount of bits.

As a final remark, for fixed K , increasing the signal’s energy
E or frequency Ω for the BL signal increases the number of
samples N in both IF-TEM and classical methods. Thus, the total
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number of bits increases in both methods. For comparison, we set
the number of samples to be equal for both classical and IF-TEM.

B. Evaluation results

We now present empirical evidence to support our conclusion
that, for a fixed number of quantization bits, the quantization
step size can be reduced when either the bandwidth or frequency
of the BL signal grow.

Consider a 2Ω-BL input signal x(t) which is bounded in
amplitude, i.e., |x(t)| ≤ c, for c=

√
(EΩ)/π with E=1 and

Ω varying from 5−50 Hz. We investigate the recovery after
quantization for the IF-TEM sampler. The input signal is given by

x(t)=

i∑
n=−i

a[n]sinc

(
t−nTs

Ts

)
, (19)

where i=3, Ts=
1
2Ω , and a[n] are 100 uniform i.i.d sets within

the range [−1,1]. Subsequently, the signal is normalized to
have an energy of E=1. The IF-TEM parameters are selected
as follows; we use fixed values of δ=0.075 and κ=0.4. To
have a sufficient number of samples for recovery, the bias is
selected such that b=4c, i.e, α=4, and satisfies the condition
|x(t)| ≤ c. The uniform quantizer used has N = 12 bits. We
demonstrate that the time instances differences and their range,
∆tmin − ∆tmax, decreases as the frequency of the signal
increases. The results are shown in Fig. 5 and Table I.

Since the IF-TEM parameters, κ and δ are chosen to be
constant, and b=4c, from (2) and (4), it is evident that only the
maximal amplitude c=

√
(EΩ)/π, or the frequency Ω, affects

the interval ∆tmin−∆tmax (see Fig. 5). In order to examine the
frequency influence not only on the boundaries but also on the
signal itself, based on the fact that |x(t)|≤c, we define tighter
bounds on the difference between the time instances as follows:

∆t∗max=
κδ

b−max(x(t))
≤ κδ

b−c
=∆tmax, (20)

and
∆t∗min=

κδ

b+max(x(t))
≥ κδ

b+c
=∆tmin. (21)

Note that ∆t∗max−∆t∗min ≤∆tmax−∆tmin. Thus, as the BL
signals frequency is higher, one can increase the resolution of
the quantizer using the same number of 12 bits.

IV. RECONSTRUCTION ERROR WITH QUANTIZATION

Next, utilizing Theorem 1, which shows that the quantization
error ∆IF-TEM decreases with increasing amplitude c or
frequency Ω of the BL signal, we demonstrate that the IF-TEM
method achieves a lower MSE compared to the conventional
ADC approach.

A. IF-TEM Quantization Noise

In this section, we introduce an upper bound for the error
resulting from time sequence quantization. Lazar and Tóth
[16] established an upper bound for the reconstruction error
associated with the asynchronous sigma-delta modulator (ASDM)
sampler. They demonstrated that the MSE upper bound for time
quantization is the same as that of amplitude quantization under

conditions of non-uniform sampling for both samplers with
a fixed number of bits. Our work, however, offers a distinct
perspective. We evaluate the MSE of the IF-TEM with quanti-
zation, and compare it with the conventional ADC that employs
uniform sampling and quantization. Given the distinctions in our
methodological approaches, it is anticipated that our results may
differ, particularly when considering the specific characteristics
of the IF-TEM sampler with quantization we introduce here.
Note that Lazar and Tóth [16] did not explore the relationship
between a signal’s energy, frequency, and maximal amplitude
in the context of the time-based sampler MSE. Yet, even if this
aspect had been investigated, their conclusions, anchored in non-
uniform sampling for both ASDM and traditional samplers, would
remain the same. In contrast, we show that the quantization step
size of the IF-TEM sampler can be decreased when the maximal
frequency of a BL signal is increased or the number of pulses of
an FRI signal is increased. Consequently, under specific parameter
configurations, the IF-TEM sampler exhibits lower MSE bound
compared to a classical ADC with equivalent bit depth.

In the following, we introduce an upper bound for the IF-TEM
MSE, as described in Theorem 2 building upon the relationships
between the signal’s energy, frequency, and maximal amplitude
(4), as well as the connection between the signal’s maximal
amplitude c and the IF-TEM bias b, that is, b = αc with a
constant α>1. This theorem also draws from Theorem 1, which
demonstrates that the quantization step ∆IF-TEM decreases as
the maximal signal amplitude c, or frequency Ω, increases. Our
analysis reveals that the IF-TEM sampler can achieve superior
results compared to the conventional sampler in terms of MSE,
using the same number of samples and bits.

Consider the scenario where the sequence of time instances
{ti}i∈Z is subject to measurement with limited precision. Denote
the recovered values by {t̂i}i∈Z. We define Ti= ti+1−ti and
T̂i= t̂i+1− t̂i for all i∈Z. Assume that R̂ is a reconstruction
operator defined by (see (6)):

R̂(x(t))=
∞∑
i=1

(∫ t̂i+1

t̂i

x(u)du

)
sincΩ(t−ŝi), (22)

where ŝi=
t̂i+1+ t̂i

2
and sincΩ(t) is defined in (7). In this case,

it is was shown in [16] that the following expressions holds:

x(t)=
∑
k∈N

(I−R̂)kR̂x(t), (23)

and

x̂(t)=
∑
i∈N

(I−R̂)i
∑
l∈Z

[κδ−bT̂l]sincΩ(t−ŝl)). (24)

The reconstruction algorithm yields a consistent error signal
represented by e(t)=x(t)−x̂(t) denote the signal error. Using
(23) and (24), we can express the error as a summation:

e(t)=
∑
k∈Z

(I−R̂)k
∑
l∈Z

ϵlsincΩ(t−ŝl), (25)

where

ϵl=[κδ−bT̂l]−
∫ t̂l+1

t̂l

x(u)du. (26)
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When there is no quantization error, we have t̂l = tl.
Substituting this into (26), and using (1) leads to ϵl = 0 and
e(t)=0. However, with quantization, t̂l may not necessarily be
equal to tl and T̂l may not necessarily be equal to Tl, rendering
(1) inapplicable, and thus ϵl may not be zero. Considering
the definition of (26), we observe that since x(t) is BL,∫ t̂l+1

t̂l
x(u)du ∈ ℓ2, while [κδ − bT̂l] may not belong to ℓ2

due to the quantization of the time differences. In the absence of
quantization, [κδ−bTl]=

∫ tl+1

tl
x(u)du∈ℓ2. Consequently, e(t)

as defined in (25) may not necessarily be in L2(R) since it is a
series of shifted sinc functions with coefficients that may not be in
ℓ2. Hence, computing the MSE by employing an L2 norm on (25)
is not a straightforward task. Instead, we follow [16] and define a
squared error measure ε2 of the quantization process as follows

ε2= lim
n→∞

1

2n∆tmin
||e1[−n∆tmin,n∆tmin]||

2
, (27)

where 1[−n∆tmin,n∆tmin] is an indicator function, ∆tmin is the
minimum width between any two consecutive time instants,
Tk is the time difference between the k-th and (k+1)-th time
instants, and

||e1[−n∆tmin,n∆tmin]||
2=

∫
R

e2(t)1[−n∆tmin,n∆tmin](t)dt.

(28)
If the error in quantizing the time differences is modeled as a

random process, ϵl becomes a random quantity. Consequently, ε2

and e(t) are also random. Therefore, we focus on the expectation,
E[ε2], which we will refer to as the MSE. In the following
theorem, we introduce an upper bound for the MSE of the
IF-TEM E[ε2] when the quantization error on the recorded time
differences is modeled as a uniformly distributed i.i.d. sequence.

Theorem 2. Let x(t), t∈R be a signal BL to [−Ω,Ω]. Consider
an IF-TEM sampler followed by a K-level uniform quantizer
with N=log2K bits. Let E be the maximal energy of x(t), and
let the relationship between E, Ω and c be given by c=

√
EΩ/π.

Let b=αc for any fixed α>1, where b represents the IF-TEM
bias. Consider a sequence of uniform i.i.d random variables dk=
T̂k−Tk on [−∆IF-TEM

2 ,∆IF-TEM
2 ] as the quantization error, where

∆IF-TEM defined in (17). Then, the MSE is upper bounded by

E[ε2]<
R

(1−R)2

(
α+1

α−1

)(
EΩ

3π

)
1

22N
, (29)

where R=

(
κδ

α−1

)√
Ω
Eπ <1.

Proof. Let x(t), where t∈R, be a BL signal to [−Ω,Ω]. The
maximal amplitude of this signal is denoted by c. Consider an
IF-TEM sampler followed by a K-level uniform quantizer using
N=log2K bits. Initially, we focus on proving Lemma 1, for
which the proof can be found on Appendix A. In this scenario, the
relation b=αc with a fixed α>1, and the relationship between
E, Ω, and c which is given by c=

√
EΩ/π, is not considered.

The quantization step size in this case follows from (16). The
parameters of the IF-TEM, {κ,b>c,δ}, are solely selected to
adhere to the Nyquist criterion (5), that is, r= κδΩ

π(b−c) <1.

Lemma 1. Suppose dk = T̂k−Tk ∼Unif(−∆IF-TEM
2 ,∆IF-TEM

2 ) is
the quantization error, where ∆IF-TEM defined in (16). The MSE

E[ε2], which ε2 given in (27), can be upper bounded as

E[ε2]<
b+c

Tκδ

(
b+c

1−r

)2
∆2

IF-TEM

12
. (30)

When considering a fixed ratio between b and c given by
α= b

c >1, the IF-TEM quantization step size from Theorem 1
is valid and defined as ∆IF-TEM= κδ

(α+1)(α−1)
2
cK . Incorporating

this step size and the bound from Lemma 1, and considering
the relationship between E, Ω, and c described earlier (4), we
deduce the following upper bound

E[ε2]<
R

(1−R)2

(
α+1

α−1

)(
EΩ

3π

)
1

22N
, (31)

where R=
(

κδ
α−1

)√
Ω
Eπ < 1. Here, R< 1 since the IF-TEM

parameters {κ,b,δ} are chosen to satisfy the Nyquist criterion
(5), and achieve perfect recovery of the BL signal x(t) from
the IF-TEM time instances. This completes our proof.

We present the results of our analysis in Fig. 6, where we
plot the MSE bound in decibels as a function of the number of
bits and the signal frequency. Lemma 1 is used to obtain these
results, which do not take into account the interplay between
the signal frequency and amplitude. As expected, the resolution
and recovery of the signal improve with an increase in the total
number of bits and bits per sample, respectively. However, an
increase in the signal’s energy or frequency leads to more time
instances requiring quantization, resulting in a higher MSE.

To demonstrate the applicability of Theorem 2, we present
in Fig. 6 the relationship between the MSE and the energy and
frequency of a signal. As the energy and frequency of the signal
increase, so does the total number of time instances tn, which in
turn results in a larger oversampling factor. Therefore, we select
the IF-TEM sampler parameters such that a low oversampling
factor is achieved while maintaining a good reconstruction in
terms of MSE. The oversampling factor is defined as the ratio
between the actual IF-TEM sampling rate and the Nyquist rate
for a given bandwidth.

As demonstrated in [33], the firing rate of an IF-TEM, FR,
with parameters b,κ, and δ is lower and upper bounded by

1

∆tmax
=

b−c

κδ
≤FR≤ b+c

κδ
=

1

∆tmin
. (32)

Note that for a BL signal x(t), t∈R defined over [−Ω,Ω], the
firing rate can be expressed as

FR=OS ·fnyq, (33)

where OS is the oversampling factor and fnyq = Ω
π is the

Nyquist rate. Consequently, we have the relationship

fnyq∆tmin≤
1

OS
≤fnyq∆tmax. (34)

The impact of signal frequency and energy on the quantization
step size and oversampling ratio is demonstrated in Figs. 6 and
7. Fig. 6 depicts the relationship between the MSE in decibels
and the signal’s energy and frequency. The plot shows that
increasing the frequency and energy of the signal results in a
reduction of the quantization step size and a decrease in the time
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Fig. 6. MSE using IF-TEM sampler as a function of the frequency and energy
of the signal using 12 bits. Increasing frequency or energy decreases the MSE.

Fig. 7. Oversampling factor as a function of energy and frequency. To fairly
compare the MSE of the approaches in our simulations, we use the same
amount of bits and a moderate oversampling factor.

instance discrepancies, leading to better signal reconstruction
accuracy. Fig. 7 displays the frequency and energy dependence
of the oversampling factor. As the frequency and energy of the
signal increase, its maximal amplitude c also increases, resulting
in an increase in the oversampling ratio. These findings suggest
that careful selection of the IF-TEM sampler parameters can
achieve a low oversampling ratio while maintaining good signal
reconstruction accuracy in terms of MSE.

B. Comparison with Classical Method

We next compare the performance of conventional and
IF-TEM reconstruction techniques in terms of their MSE. Our
goal is to evaluate the advantages of using IF-TEM sampler
over conventional sampling in the presence of quantization.

Consider a uniform quantizer with K = 2N levels and N
quantization bits. The quantization step size is determined using
(14), which yields

∆classic=
2c

K
.

Here, c denotes the maximal amplitude of the signal, and K
represents the total number of quantization levels. Assuming
that the quantization error is a sequence of uniform i.i.d random
variables on [−∆classic/2,∆classic/2], the quantization error for

the classical uniform sampler for the BL signal becomes [39]

MSEclassic=
∆2

classic

12
=

(2c/K)2

12
=

c2

3K2
, (35)

where MSEclassic denotes the quantization error. When
oversampling the signal, the quantization error becomes [39]

MSEclassic=
∆2

classic

12
· 1

OS
=

c2

3K2
· 1

OS
. (36)

We use (36) for the quantization error of the classical signal
when oversampling the signal.

In practical scenarios, both the classical sampler and the
IF-TEM sampler operate over a finite time interval, resulting in
a finite number of samples. To evaluate their performance, we
calculate the MSE of the IF-TEM sampler over a sufficiently
large time window, which closely approximates the expression
in (27). The calculated MSE of the IF-TEM sampler over this
large time window is bounded by the upper bounds derived
in Theorem 2. The approximation using a sufficiently large time
window enables a direct comparison of the quantization error
matrics between classical ADC and IF-TEM sampler. Our aim
is to compare the Nyquist ADC quantization error given by
(36) to the IF-TEM MSE upper bound as given in (29). We
summarize our findings in the following theorem.

Theorem 3. Let x(t), t∈R be a signal BL to [−Ω,Ω]. The signal
x(t) is sampled by an IF-TEM sampler and a classical uniform
sampler with a fixed oversampling OS. Both the samplers are
followed by a K-level uniform quantizer with N=log2K bits.
Let E be the maximal energy of x(t), and let the relationship
between E, Ω and c be given by c=

√
EΩ/π. Let b=αc for

any fixed α>1, where b represents the IF-TEM bias. A sufficient
condition for IF-TEM to exhibit lower quantization noise than
Nyquist ADC for a fixed number of bits N is given by(

1

2(1−R)2

)(
α+1

α−1

)2

≤1, (37)

where α= b
c >1, and R=

(
κδ

α−1

)√
Ω
Eπ <1.

Proof. Using (29), (34), (36), (4) and b=αc, where α>1, it
follows that

E[ε2]<
R

(1−R)2

(
α+1

α−1

)(
EΩ

3π

)
1

22N

=

(
EΩ

3π

)
1

22N
1

(1−R)2

(
α+1

α−1

)(
κδ

α−1

)√
Ω

Eπ

=

(
EΩ

3π22N

)
1

(1−R)2

(
α+1

α−1

)2(
κδΩ

πc(α+1)

)
=

(
EΩ

3π22N

)
1

(1−R)2

(
α+1

α−1

)2(
FNyq

2
∆tmin

)
≤ 1

2
· c2

3K2

1

OS︸ ︷︷ ︸
MSEclassic

· 1

(1−R)2

(
α+1

α−1

)2

(38)

To ensure that the IF-TEM has lower quantization noise than
the Nyquist ADC, (37) serves as a sufficient condition.
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(a) Classical sampler (b) IF-TEM sampler

Fig. 8. A comparison between simulated MSE of the classical and IF-TEM
samplers with constant oversampling.The MSE of IF-TEM is 8dB lower
compared with that of the classical sampler.

An illustration of the effectiveness of the chosen IF-TEM
parameters in reducing the MSE compared to the classical
sampler while maintaining constant oversampling is shown in
Fig. 8. Specifically, we consider a 2Ω bandlimited signal x(t)
that is time-bounded, i.e., |x(t)|≤c, where c=

√
(EΩ)/π with

E∈ [2,10] and Ω fluctuating between 5−100 Hz. The number
of bits N=8. IF-TEM method employs fixed values of κ=0.4
and α = b/c = 10. The threshold δ is selected to satisfy the
requirement stated in equation (37), which yields an oversampling
factor of 4.4. In this scenario, IF-TEM method yields an MSE
that is 5 dB lower than that of the conventional method.

Next, by permitting variable oversampling and evaluating the
relationship in (4), as represented in Fig. 9, we demonstrate that
as the signal energy grows, using IF-TEM sampler, the signal
MSE drops. It is noteworthy that this relationship holds for the
IF-TEM sampler, but not for the classical sampler, as can be seen
from the figure. Based on Theorem 1, we see that the quantization
step size decreases as the energy of the signal increases. This
decrease in quantization step size can result in a decrease in the
MSE of the reconstructed signal. Therefore, as demonstrated in
the example given in Fig. 8, the MSE can decrease as well as
the energy of the signal increases. The IF-TEM parameters are
selected as follows; we use fixed values of κ=2, and α= b

c =5.
In order to have a sufficient number of samples required for
recovery, the δ threshold is chosen to satisfy the requirement in
(37). Here, E∈ [2,10], Ω vary from 5−100 Hz, and the number
of bits N = 8. As demonstrated, up to E = 4, the classical
sampler yields a lower MSE than the IF-TEM sampler. When
E>4 and as the energy increases, the IF-TEM MSE becomes
lower than the MSE of the conventional sampler.

Subsequently, we will prove a sufficient condition for the
IF-TEM method to achieve a lower MSE than the classical
ADC for the ratio of the IF-TEM bias b to the amplitude bound
c. The following theorem summarizes this result.

Theorem 4. Let x(t), t∈R be a signal BL to [−Ω,Ω]. Let E
be the maximal energy of x(t), and let the relationship between
E, Ω and c be given by c=

√
EΩ/π. Let α= b

c > 1, where
b is the IF-TEM bias. The IF-TEM achieves a lower MSE than
the classical ADC if

(α>1) and
(
α≤

(
3+β−

√
β2+6β+6

))
or(

α≥
(
3+β+

√
β2+6β+6

))
,

(39)

(a) Classical sampler (b) IF-TEM sampler

Fig. 9. A comparison of simulated MSE between the classical and IF-TEM
samplers with a varying oversampling. With the increase of energy, the IF-TEM
sampler has lower error compared to with the classical sampler.

(a) Classical sampler

(b) IF-TEM sampler

Fig. 10. Comparison of simulated MSE between (a) classical sampler and
(b) IF-TEM ADC using 12 bits.

where β=κδ
√

Ω
Eπ .

Proof. See Appendix E.

Moreover, that the condition in Theorem 4 is sufficient
but not a necessary condition. Note the conditions α > 1

with
(
α≥

(
3+β+

√
β2+6β+6

))
always yields a possible

selection of α resulting in the IF-TEM achieving a lower MSE
than the classical ADC. A significant observation arises from the
fact that while this sufficient condition impacts the bias selection,
it also plays a role in determining the sampling rate of the IF-
TEM. This is particularly significant due to the Nyquist criterion
R=

(
κδ
α−1

)√
Ω
Eπ < 1. To closely approach the Nyquist rate,

it necessitates R≈1, which means that the IF-TEM parameters
κ,δ are selected in such a way that ensures κδ≈

√
Eπ
Ω (α−1).
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Fig. 10 presents a comparison between IF-TEM sampler
and the classical sampler satisfying the conditions outlined
in Theorem 4. The maximal signals amplitude c is defined in
(13), Ω∈{5,10,20,50,80,100}, and E∈ [1,10] satisfy (4). The
parameters {κ,δ} are chosen as κ=0.6 and δ varying between
(0.6,6). The bias b is selected such that b=αc with α=8. Both
the IF-TEM and classical sampler employ an equal number
of N=12 bits and an identical total number of samples with
an OS of up to 6. It is observed that the MSE decreases as
the frequency and energy of the signal increase for the IF-TEM
sampler, while there is no such trend for the classical sampler.

In the next section, we show that similar observations are
true for the class of FRI signals.

V. IF-TEM FOR FRI SIGNALS

In this section, we analyze quantization strategies for classical
and IF-TEM sampling schemes with FRI signals. We show
that as the number of pulses L increases for FRI signals, the
dynamic range of each sample decreases. We, therefore, suggest
increasing the resolution of the quantizer as a function of L.

Similar to the case of BL signals, the sampled signal is
quantized by uniform scalar quantizer with a resolution of
log2K bits, i.e., the quantizer produce K distinct output values.
For FRI signals, given that the SoS filter is bounded, the
sampler input y(t) is also bounded [33], [35]

|y(t)|≤c=Lamax∥g∥∞∥h∥1. (40)

For the IF-TEM sampler, we quantize the time-differences Tn.
The IF-TEM step-size is given by (16). For FRI signals recovery
from IF-TEM sampler, using (12) requires a number of samples
N≥2L+2. When increasing L, we can increase the bias b or
decrease the threshold δ to have a sufficient number of samples
for recovery. To analyze the relation between L and ∆IF-TEM,
fixed values of δ and κ are assumed, while b changes. We
show that by increasing L, the quantization step size ∆IF-TEM
decreases. We summarize this result in the following theorem.

Theorem 5. Consider an IF-TEM sampler followed by a K-level
uniform quantizer with N bits, i.e., K = 2N . Given a fixed
α>1, let the IF-TEM bias be represented by b, such that b=αc,
where c denotes the maximal signal amplitude. For FRI signals,
the quantization step ∆IF-TEM decreases as the number of input
pulses L increases.

Proof. Fix κ and δ. The bias is chosen such that b=αc with
fixed α>1. Substituting b into (16), we have

∆IF-TEM=
κδ

(α+1)(α−1)

2

cK
. (41)

Using (12) and (40) conditions, with an increasing number of
pulses L, the IF-TEM quantization step size will decrease.

For a fixed K, increasing L for an FRI signal increases the
number of samples N in both IF-TEM and classical methods.
Thus, the total number of bits will be increased in both cases.

Note that FRI signals are determined by a finite number
L of unknowns, referred to as innovations, per time interval
T . BL signals, have L = 1 innovations per Nyquist interval
T = 1

fnyq
= 1

2Ω . Thus, increasing Ω> 0 means decreasing T ,

Fig. 11. Mean-squared error in estimating an FRI signal as a function of the
number of bits. The solid line shows the average error and the shaded region
captures the standard deviation in the estimate.

which causes a similar effect of reducing the quantization step
size to increase L. The time instances become closer, which
causes smaller values of Tns. Thus, the quantization error can be
reduced based on dense quantization, and the IF-TEM framework
results in lower quantization error than the classical scheme.

In Fig. 11, we numerically demonstrate Theorem 5. The
suggested IF-TEM sampling framework with quantization is
then evaluated in terms of MSE and compared to the conventional
approach using an FRI signal model. In particular, we consider
an FRI signal x(t) as in (9), with period T =1 seconds which
consists of L=3, L=4, and L=8 impulses, with 500 randomly
selected amplitudes within the range [−1,1]. The time-delays
are selected randomly within the range (0,1] with a resolution
grid of 0.05. For both the classical and IF-TEM FRI schemes,
we consider an SoS sampling kernel that aids in selecting 2L
FSCs [33]. For each signal |x(t)|≤c, where c is defined in (40),
the IF-TEM parameters are chosen as follows: b=10c, δ=30,
and κ∈{0.5,2} for L=3,4 and L=8 respectively (without any
quantization the error is -98.8 dB). The number of samples is the
same for each data point in the classical and IF-TEM schemes and
is approximately 8L. After computing the FSCs of x(t), the FRI
parameters are computed by applying orthogonal matching pur-
suit to both classical and IF-TEM methods [6]. Reconstruction ac-
curacy of the two methods is compared in terms of MSE, given by

MSE=
||x(t)−x̄(t)||L2[0,T ]

||x(t)||L2[0,T ]
, (42)

where x̄(t) is the reconstructed signal.
In Fig. 11, a comparison between the MSE of the recovered

signals from the IF-TEM sampler (in red) and the classical
sampler (in blue) is shown. In the IF-TEM, the difference between
the time instances is quantized, whereas, in the conventional
method, the amplitudes are quantized. For each data point, the
same number of samples and bits are used. First, as shown in
Fig. 11, using the IF-TEM sampler results in MSE reduction of
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at least 5dB less using up to 8 bits, compared to the classical
sampler. When the number of bits is greater than 8, almost perfect
recovery is achieved in both methods. Second, when increasing
the number of pulses L, or raising the rate of innovation, the
MSE is further decreased. As increasing the number of pulses
for FRI signals is similar to increasing the input signal frequency
for BL signals, the same behaviour holds for BL signals.
Deriving error bounds for signal recovery by quantizing IF-TEM
samples for FRI signals, as compared to classical uniform
samplers in terms of MSE, is beyond the scope of this paper.

VI. CONCLUSION

In this work, we analyzed the effects of quantization on
IF-TEM sampler and demonstrated its advantages over classical
ADC. Specifically, we show that increasing the bandwidth of a
BL signal or the number of pulses of an FRI signal allows us to
reduce the quantization step size when the number of quantization
bits is fixed. An upper bound on the signal recovery error is
derived for BL signals. Our theoretical and experimental results
indicate that, with the same number of quantization bits, the
IF-TEM sampler with quantized time difference measurements
can achieve lower MSE than uniform samplers with uniform
amplitude quantization for both BL and FRI signal models.

APPENDIX

A. Proof of Lemma 1

Let x(t) be a BL signal with bandwidth [−Ω,Ω] and maximum
amplitude c. Consider an IF-TEM sampler followed by a K-level
uniform quantizer with N=log2K bits. The quantization error
dk= T̂k−Tk is a sequence of uniform i.i.d random variables on
[−∆IF-TEM/2,∆IF-TEM/2] The IF-TEM parameters {κ,b>c,δ}
are chosen to satisfy the Nyquist criterion (5), i.e., r≜

κδΩ

π(b−c)
<

1. As a result, the difference between any two consecutive values
of the measured time sequence {t̂k} is bounded by the inverse
of the Nyquist rate, i.e., supkT̂k<T . Let wn(t) be defined as

wn(t)=1[−n∆tmin,n∆tmin]. (43)

In this case, the MSE is calculated using (25) and (27), which
yields

ε2= lim
n→∞

1

2n∆tmin
||e1[−n∆tmin,n∆tmin]||

2

= lim
n→∞

1

2n∆tmin
||
∑
k∈Z

(I−R̂)k
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

≤||
∑
k∈Z

(I−R̂)k||
2
lim

n→∞

1

2n∆tmin
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

≤ 1

(1−r)2
lim

n→∞

1

2n∆tmin
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2
. (44)

This inequality serves as an upper bound for ε the error signal.
Thus, the MSE is upper bounded by

E[ε2]≤E

[
1

(1−r)2
lim

n→∞

1

2n∆tmin
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]

=
1

(1−r)2
lim

n→∞

1

2n∆tmin
E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]
.

(45)

Next, we bound the expectation on the right-hand side as follows

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]

=

∫ n∆tmin

−n∆tmin

∑
m∈Z

∑
k∈Z

sincΩ(t−ŝm)sincΩ(t−ŝk)dtE[ϵkϵm]

=

∫ n∆tmin

−n∆tmin

∑
k∈Z

sincΩ(t−ŝk)
2
dt

(
κδ

Tk

)2
∆2

IF-TEM

12
, (46)

where it can be inferred from Appendix B that

E[ϵkϵm]=

(
κδ

Tk

)2
∆2

IF-TEM

12
δk,m. (47)

Given that
∆tmin=

κδ

b+c
, (48)

we can deduce that

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]

≤
∫ n∆tmin

−n∆tmin

∑
k∈Z

sincΩ(t−ŝk)
2
dt

(
κδ

∆tmin

)2
∆2

12

=

∫ n∆tmin

−n∆tmin

∑
k∈Z

sincΩ(t−ŝk)
2
dt(b+c)2

∆2
IF-TEM

12
. (49)

Furthermore, as given in [16, Result 3]:

1

2n

∫ n∆tmin

−n∆tmin

∑
k∈Z

sincΩ(t−ŝk)
2
dt≤ 1

T
(50)

Therefore,

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]
≤ 2n

T
(b+c)2

∆2

12
. (51)

Using (45), (48) and (51) results

E[ε2]≤ 1

(1−r)2
lim

n→∞

E
[
||
∑

l∈ZϵlsincΩ(t−ŝl)wn(t)||2
]

2n∆tmin

≤ 1

(1−r)2
lim

n→∞

1

2n∆tmin

2n

T
(b+c)2

∆2
IF-TEM

12

≤
(
b+c

1−r

)2(
b+c

κδT

)
∆2

IF-TEM

12
, (52)

which completes the proof.

B. Proof of Equation (47)

We start by expressing ϵk as

ϵk=[κδ−bT̂k]−
∫ t̂k+1

t̂k

x(u)du

=

∫ tk+1

tk

x(u)du−
∫ t̂k+1

t̂k

x(u)du−bdk,

where dk= T̂k−Tk. By applying the mean-value theorem, we
obtain

ϵk=x(ζk)Tk−x(ζ̂k)T̂k−bdk, (53)
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where ζk∈(tk,tk+1) and ζ̂k∈(t̂k,t̂k+1). Note that the quantized
IF-TEM values are denoted as T̂k =Tk+dk, where dk is the
quantization error, The recovered time encodings t̂k can be
expressed as t̂k=

∑k
i=1T̂i=

∑k
i=1Ti+

∑k
i=1di. Assuming that

dk uniform i.i.d random variables on [−∆IF-TEM/2,∆IF-TEM/2],
the variance of the error in t̂k grows with k, given by,
Var(tk− t̂k)=

k∆2
IF-TEM
12 . This implies that the errors propagate to

later measurements. However, relying on Appendix C, we can
choose ∆IF-TEM to be sufficiently small such that the following
term is finite and bounded

max|tk− t̂k|≤
k∆IF-TEM

2
. (54)

Hence, the variance of the difference between tk and t̂k remains
bounded, demonstrating its non-explosive nature. In particular,
this property holds for any ζk ∈ (tk,tk+1), as the signal x(t)
exhibits continuity. By leveraging the continuity property, we
can approximate ζk≈ ζ̂k.

Let us denote an to be

an=
1

(1−r)2
lim
n→∞

1

2n∆tmin

·E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]
.

(55)

We have proven in Appendix C that

lim
n→∞

1

2n∆tmin
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

(56)

converges. According to the definition of the limit, we have

∀ϵ>0∃n′∈N s.t. −ϵ≤an′− lim
n→∞

an≤ϵ (57)

since E[ε2]≤ lim
n→∞

an≤an′+ϵ. Using this n′, we can choose
∆IF-TEM to be sufficiently small such that

max
k

|tk− t̂k|≤
k∆IF-TEM

2
≤ (2n′+1)∆IF-TEM

2
. (58)

This implies that in this case, ζk≈ ζ̂k, and we can approximate
ϵk as ϵk≈(−x(ζk)−b)dk. Since

x(ζk)=
1

Tk

∫ tk+1

tk

x(u)du=−b+
κδ

Tk
, (59)

we have ϵk≈ κδ
Tk

dk. Therefore,

E[ϵkϵm]=
κδ

Tk

κδ

Tm
E[dkdm]=

(
κδ

Tk

)2
∆2

IF-TEM

12
δk,m, (60)

which completes the proof.

C. Proof of the convergence of (56)

To prove convergence of (56), we first consider the
boundedness and increasing nature of the term

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]
. (61)

We begin by demonstrating the boundedness of this term

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]

≤E

[∑
l∈Z

|ϵl|2||sincΩ(t−ŝl)wn(t)||
2

]

≤max
l

|ϵl|2
[∑
l∈Z

E||sincΩ(t−ŝl)wn(t)||
2

]
≤max

l
|ϵl|2||sincΩ(t)||22|#l|, (62)

where we note that as shown in Appendix D ϵl is bounded, and
|#l| is the number of spikes (time instances) in the window. Note
that the number of spikes in a window in [−n∆tmin,n∆tmin],
is upper bounded by 2n∆tmin

∆tmin
+1=2n+1. Thus, we have

|#l|≤2n+1. (63)

and consequently,

E

[
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2

]

≤
(
κδ+(b+c)

(
∆tmax+

∆IF-TEM

2

))2

||sincΩ(t)||22(2n+1).

(64)

Moreover, the above norm is shown to be increasing in n [16].
Dividing E

[
||
∑

l∈ZϵlsincΩ(t−ŝl)wn(t)||2
]

by the window size
2n∆tmin, we find that its upper bound is a constant. Therefore,
we have established that the following term converges:

lim
n→∞

1

2n∆tmin
||
∑
l∈Z

ϵlsincΩ(t−ŝl)wn(t)||
2
,

which completes the proof.

D. Proof of boundedness of (26)
Here we establish the boundedness of ϵl as defined in (26). Tak-

ing into account the definition provided in (26), we prove that ϵl
is bounded. The bound on the absolute value of ϵl is evaluated as

|ϵl|=

∣∣∣∣∣[κδ−bT̂l]−
∫ t̂l+1

t̂l

x(u)du

∣∣∣∣∣
≤κδ+b|T̂l|+

∣∣∣∣∣
∫ t̂l+1

t̂l

x(u)du

∣∣∣∣∣.
(65)

Considering that T̂l=Tl+dl, where ∆tmin≤Tl≤∆tmax and
the quantization error dl∈ [−∆IF-TEM

2 ,∆IF-TEM
2 ], we can derive

|T̂l|≤|Tl|+|dl|≤∆tmax+
∆IF-TEM

2
. (66)

Furthermore, employing the mean-value theorem, the integral
term can be expressed as∣∣∣∣∣

∫ t̂l+1

t̂l

x(u)du

∣∣∣∣∣= |x(ζl)||t̂l+1− t̂l|

≤c|T̂l|≤c

(
∆tmax+

∆IF-TEM

2

)
, (67)
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where ζl ∈ (t̂l,t̂l+1) and x(t)≤ c. Hence, by applying (67) in
(65), we can conclude that

|ϵl|≤κδ+(b+c)

(
∆tmax+

∆IF-TEM

2

)
, (68)

which completes the proof.

E. Proof of Theorem 4

Based on Theorem 3, we can deduce that 0 < R < 1 and
that

(
1

2(1−R)2

)(
α+1
α−1

)2
≤ 1, where α = b

c > 1, and R =(
κδ

α−1

)√
Ω
Eπ <1. This inequality holds if and only if 0<R<1

and (1−R)2≥ 1
2

(
α+1
α−1

)2
. Let us denote β= 1

2

(
α+1
α−1

)2
. Then,

the inequality holds if and only if 0<R<1 and (1−R≥β or
1−R≤−β). Using the distributive law, this can be simplified to

0<R<1 and ((1−R≥β) or (1−R≤−β)). (69)

Since α > 1, we can deduce that β > 0. Therefore, the case
where 0 < R < 1 and 1 + β ≤ R is not possible. Thus, the
inequality holds if and only if 0<R<1 and (1−β≥R).

Given the definitions of R=

(
κδ

α−1

)√
Ω
Eπ and β, solving

the quadratic equation (1−β>R) for α yields(
α≤

(
3+t−

√
t2+6t+6

))
or

(
α≥

(
3+t+

√
t2+6t+6

))
,

(70)
where t=κδ

√
Ω
Eπ and α>1. Therefore, we have shown that the

upper bound for the IF-TEM MSE outperforms that of the clas-
sical ADC when (70) holds. Thereby indicating that the IF-TEM
achieves superior MSE performance compared to the classical
ADC in such instances This completed the theorem proof.
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