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Abstract— Communication and energy efficiencies are two1

crucial objectives in the pursuit of edge intelligence in 6G2

networks, and become increasingly important given the preva-3

lence of large model training. Existing designs typically focus4

on either communication efficiency or energy efficiency due to5

the fact that improving one objective generally comes at the6

expense of the other. Over-the-air federated learning (OTA-FL)7

has recently emerged as a promising approach to enhance both8

efficiencies through an integrated communication and compu-9

tation design. Nevertheless, most previous studies on OTA-FL10

only consider scenarios where the dataset for the entire FL11

procedure is collected and available prior to training. In real-12

world applications, devices continuously collect new data in13

an online manner. This underscores the significance of sample14

collection through sensing in a practical FL pipeline. We propose15

to integrate sensing with communication and computation into16

a joint design to further boost the communication-and-energy17

efficiencies of OTA-FL. Specifically, we consider a training latency18

and energy consumption minimization problem with performance19

guarantees. To this end, we first derive an average training error20

(ATE) metric to quantify convergence performance. Then, a joint21

sensing, communication and computation resource allocation22
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strategy is developed based on a deep reinforcement learning 23

(DRL) algorithm that nests convex optimization with a deep 24

Q-network. Extensive experiments are conducted to validate our 25

theoretical analysis, and demonstrate the effectiveness of the 26

proposed design for communication-and-energy efficient FL. 27

Index Terms— Federated learning, over-the-air computation, 28

integrated sensing, computation, communication. 29

I. INTRODUCTION 30

FEDERATED learning (FL) has emerged as a promis- 31

ing technology for enabling edge artificial intelligence 32

(AI) in future 6G networks due to its distributed learning 33

framework and privacy-enhancing features [1], [2], [3]. As a 34

result, FL holds significant potential in facilitating large model 35

fine-tuning for edge AI to support emerging intelligent appli- 36

cations, such as extended reality (XR), intelligent transport, 37

intelligent logistics, and digital twin [4], [5]. In the context 38

of edge AI, communication and energy efficiencies are two 39

critical properties that need to be pursued [6], [7], and become 40

increasingly important given the prevalence of large model 41

training. However, communication efficiency and energy effi- 42

ciency are conflicting objectives, since the improvement of one 43

factor comes at the cost of the other. Recently, over-the-air FL 44

(OTA-FL) has emerged as a potential solution to achieve both 45

efficiencies via an integrated communication and computation 46

design by exploiting the superposition property of multi-access 47

channels for fast model aggregation [8], [9]. 48

Prior works on FL have extensively studied the integra- 49

tion of communication and computation, assuming that the 50

data for model training is readily collected and available at 51

each device prior to training [10], [11]. However, in real- 52

world applications, devices continuously acquire and collect 53

new data for model training by sensing their surrounding 54

environment throughout the FL procedure. This indicates 55

that sensing for data acquisition plays a crucial role in the 56

practical FL pipeline, despite being largely overlooked in 57

existing literature [12], [13]. Motivated by this observation, the 58

present work proposes an integrated sensing, communication 59

and computation (ISCC) design, in order to advance the 60

limits of communication-and-energy efficient FL [14], [15], 61

[16], [17], [18]. More specifically, the local model at each 62

device is trained based on the streaming data collected through 63

sensing, which significantly impacts both the latency and 64

energy consumption in OTA-FL. 65
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Fig. 1. Illustration of the impact of ISCC design on energy and communi-
cation efficiency.

A. Related Work66

Substantial efforts have been devoted to enhancing both

AQ:4

67

energy efficiency and communication efficiency in FL. For68

example, the authors in [19] proposed an iterative algorithm69

with low complexity to minimize the energy consumption of70

FL, by deriving closed-form solutions in each iteration. In [20],71

energy efficiency of FL under different communication access72

protocols is examined, where the computation resource for73

model updating and the communication resource for model74

transmission are jointly optimized. The paper in [21] investi-75

gated an energy consumption minimization problem in Internet76

of Things networks, by jointly optimizing scheduling, power77

allocation, and computation frequency allocation. On the other78

hand, communication-efficient FL has garnered increasing79

attention as a means to tackle communication overhead [10],80

[11], [22], [23]. The authors in [10] proposed a joint learning,81

wireless resource allocation, and user selection scheme for82

resource-constrained FL. In [11], an adaptive aggregation83

control algorithm is designed based on data heterogeneity and84

model features for improved learning performance under lim-85

ited communication resources. The authors in [22] proposed a86

FL mechanism for IoT networks based on the unlicensed spec-87

trum technology, where a gradient-norm-value based device88

selection strategy is suggested to accelerate FL convergence.89

The work [23] introduced a joint wireless resource allocation90

and model quantization scheme for communication-efficient91

FL.92

Previous works primarily focus on either energy-efficient93

or communication-efficient FL, with limited consideration94

given to achieving both objectives simultaneously. OTA-FL95

has emerged as a promising solution for communication-and-96

energy efficient FL in recent years [24], [25], [26], [27],97

[28]. By exploiting the waveform superposition nature of a98

wireless multiple-access channel, OTA-FL enables distributed99

functional computation over the air, leading to benefits of com-100

munication efficiency such as reduced latency and enhanced101

bandwidth efficiency [26]. Specifically, OTA-FL allows mul-102

tiple devices to simultaneously transmit and aggregate their103

models on the same time-frequency resources of the uplink104

channel, thereby enhancing the training efficiency of FL.105

Nonetheless, OTA-FL suffers from aggregation errors due106

to channel noise perturbation, which deteriorates FL perfor-107

mance. To address this issue, several approaches have been108

investigated [29], [30], [31], [32]. For example, power control109

strategies have been explored in [29] and [30] to reduce110

aggregation errors. In [31], a Bayesian approach for model111

aggregation was proposed by exploiting prior distribution of112

local weights and channel distribution. The authors in [32] 113

designed a precoding and scaling scheme to mitigate the effect 114

of channel noise, resulting in a convergence rate comparable 115

to that of error-free channels. The authors in [33] proposed 116

a joint transmission probability and local computing control 117

optimization for OTA-FL to minimize the overall energy 118

consumption. However, the works above often overlook the 119

role of sensing by assuming fixed and readily available training 120

datasets throughout the FL process. 121

B. Motivation and Contribution 122

In this paper, we propose a communication-and-energy 123

efficient OTA-FL with ISCC (OTA-FL-ISCC) scheme. The 124

proposed framework consists of an edge server and multiple 125

devices, where each device is capable of sensing, communi- 126

cation, and computation abilities [34]. In each communication 127

round, every device performs sensing for sample collection 128

from the surrounding environment. Subsequently, each device 129

trains a local AI model based on the collected data and the 130

on-board computation resource. Then, efficient model aggre- 131

gation is performed over the air through a wireless channel. 132

As illustrated in Fig. 1, several pivotal resources of ISCC 133

exert influence over the energy consumption and latency 134

of OTA-FL. Specifically, the CPU cycle frequency, trans- 135

mit power and denoising factor, and sample size sensed 136

in each communication round respectively determines the 137

training speed, aggregation error, and dataset size. These 138

factors have a cumulative impact on various essential facets of 139

FL, including convergence (i.e.,the number of communication 140

rounds required for desired learning performance), energy 141

consumption, and training latency per round. Ultimately, the 142

energy consumption and training latency per round, as well 143

as convergence rate collectively dictate the overall energy and 144

latency of OTA-FL. Consequently, effective ISCC design plays 145

a pivotal role in achieving communication-and-energy efficient 146

OTA-FL. 147

Hence, we investigate a joint sensing, communication, and 148

computation resource allocation strategy for our proposed 149

OTA-FL-ISCC framework. Specifically, we first derive an 150

average training error (ATE) metric to quantify the learning 151

performance by convergence analyses with respect to ISCC 152

resources. Then, a training latency and energy consumption 153

minimization problem with learning performance guarantee is 154

formulated, which is a mixed integer nonlinear programming 155

(MINLP) problem. Solving the problem via deep reinforcement 156

learning (DRL) yields an efficient strategy for ISCC design. 157

The main contributions of this work are summarized as 158

follows. 159

• Convergence analysis and performance metric: We 160

investigate the impact of ISCC on the learning perfor- 161

mance of OTA-FL-ISCC. We first analyze the conver- 162

gence performance by taking into account the impact 163

of sample collection and aggregation errors. Thereafter, 164

we quantify this impact via the ATE metric. 165

• Communication and energy efficient ISCC: We formu- 166

late a joint ISCC resource optimization problem aimed at 167

minimizing latency and energy consumption for model 168
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training. We decompose the problem into three distinct169

subproblems: computation resource optimization, com-170

munication resource optimization, and sensing resource171

optimization. The first two subproblems are resolved effi-172

ciently by convex optimization techniques. The sensing173

resource optimization leads itself to a dynamic pro-174

gramming problem, which we address through deep175

Q-learning (DQN), where the training data for DQN net-176

work is derived through communication and computation177

resource optimizations.178

• Performance evaluation: We conduct extensive simu-179

lations to evaluate our proposed algorithms. Numerical180

results not only validate our theoretical analyses but181

also underscore the superior performance of OTA-FL-182

ISCC in comparison to baselines, including the classic183

FLs without ISCC design, and OTA-FL-ISCC without184

optimized resource allocation. Furthermore, our results185

illustrate the efficiency of our proposed ISCC resource186

optimization algorithm.187

The rest of this paper is organized as follows. Section II188

introduces the OTA-FL-ISCC mechanism and its system189

model. In Section III, we theoretically analyze the convergence190

performance and derive a performance metric. In Section IV,191

we formulate the optimization problem and design its opti-192

mal solutions. Numerical results are presented in Section V193

followed by a conclusion in Section VI.194

Throughout the paper, we use the following notation: We195

use a to denote a scalar, a is a column vector, A is a matrix,196

and | · | represents the modulus operator. The Euclidean norm197

is written as ∥·∥, ⟨a,a′⟩ is the inner product of a and a′, and198

E represents mathematical expectation.199

II. ARCHITECTURE AND SYSTEM MODEL200

In this section, we first introduce the OTA-FL-ISCC scheme201

by jointly considering sensing, communication, and compu-202

tation in FL. Thereafter, we respectively present the system203

model of sensing, communication, and computation.204

A. OTA-FL-ISCC Scheme205

In this work, we consider an OTA-FL-ISCC scheme that206

consists of a single edge server and a setN ≜ {1, 2, . . . , N} of207

N edge devices to collaboratively train a shared AI model for a208

specific task, such as, classification and recognition, as shown209

in Fig. 2. We assume that both the edge server and the devices210

are equipped with a single antenna for signal transmission.211

Each device achieves sensing and communication in a time-212

division manner [12]. In the communication process, all the213

devices concurrently transmit their own AI models over the214

same spectrum for efficient model transmission and aggrega-215

tion. In the sensing process, each device dynamically collects216

samples of data from the environment for model training.217

As shown in Fig. 3, the shared AI model, denoted by218

w ∈ Rq with q being the model size, is trained over T219

communication rounds. The training process is to seek a global220

model w∗ that satisfies (5), which can be implemented in221

a distributed manner using the federated stochastic gradient222

descent (FedSGD) algorithm [3]. During each round t ∈223

Fig. 2. Illustration of the proposed OTA-FL-ISCC design.

Fig. 3. The procedure of OTA-FL-ISCC in each communication round.

T ≜ {1, 2, . . . , T}, four steps are performed as elaborated 224

as follows: 225

(1) Global model broadcast: The edge server broadcasts the 226

global model wt−1 to all edge devices. Then, each device 227

n renews its local model wn
t based on the received wt−1. 228

(2) Sample sensing: Each device n performs a sensing 229

process to collect a new dataset Dn
t with a size denoted 230

as Dn
t = |Dn

t |. By controlling the sample size Dn
t in each 231

communication round, OTA-FL-ISCC has the potential to 232

reduce the energy and latency in model training. 233

(3) Local model training: Each device conducts local train- 234

ing to compute its gradient. Due to the sensing process, 235

each device n performs local AI model training wn
t based 236

on the accumulated dataset Sn
t that includes the newly 237

sensed dataset Dn
t from the current communication round 238

t and the cumulative dataset Sn
t−1 =

∑t−1
i=1 Dn

i in the 239

(t-1)-th communication round, i.e., Sn
t = Dn

t + Sn
t−1. 240

Define F (wn
t ;Sn

t ) as the loss function for device n over 241

dataset Sn
t , which can be given as 242

F (wn
t ;Sn

t ) =
1

Sn
t

∑
(xj ,yj)∈Sn

t

f (wn
t , (xj , yj)) , (1) 243

where (xj , yj) is the j-th sample of dataset Sn
t with 244

data xj and label yj . Here f (wn
t , (xj , yj)) is the j-th 245

sample-wise loss function, Sn
t = |Sn

t | is the size of 246

dataset Sn
t , and Sn

t = Sn
t−1+Dn

t . Subsequently, the local 247
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gradient ∇F
(
wn

t−1;Sn
t

)
can be computed based on the248

accumulated dataset Sn
t .249

(4) Global model update: Once all devices have calculated250

their respective local gradients, they transmit these gra-251

dients to the edge server for aggregation, leading to the252

aggregated gradient as253

∇F
(
wt−1;St

)
=

N∑
n=1

ρn
t∇F

(
wn

t−1;Sn
t

)
. (2)254

Here St with size St =
∑N

n=1 Sn
t is the accumulated255

datasets over N devices at the t-th communication round,256

and ρn
t = Sn

t

St
. Then, the edge server updates the global257

model based on the aggregated gradient in (2), via258

wt = wt−1 − η∇F
(
wt−1;St

)
, (3)259

where η is the learning rate. As a result, the global loss260

function at the t-th communication round is261

F (wt;St) =
N∑

n=1

ρn
t F (wn

t ;Sn
t ). (4)262

The four steps iteratively repeat over communication rounds263

until convergence, optimizing the model parameter w to264

minimize the global loss function:265

w∗ ≜ arg min
w

F (wT ;ST ). (5)266

B. Sensing Model267

In the proposed sensing model, we aim to provide a general268

framework for analyzing the impact of sensing on the proposed269

federated learning, rather than specific sensing methods.270

During sample sensing in every communication round, each271

device n dynamically collects datasets Dn
t with a designated272

size of Dn
t . The learning performance (i.e., classification error)273

depends significantly on the volume of training samples [35].274

Therefore, we introduce the following constraint275

T∑
t=1

Dn
t ≥ Sn

tot, (6)276

where Sn
tot is the dataset size requirement for device n.277

The diverse strategies employed for sample collection (Dn
t278

in each communication round) exert a substantial influence279

on the convergence of FL, which also affects learning per-280

formance. Moreover, these diverse strategies in the sensing281

process have repercussions on the latency and energy con-282

sumption of FL. Consequently, the strategic optimization of283

Dn
t provides significant potential for enhancing the efficiency284

of FL.285

C. Communication Model286

We consider over-the-air aggregation in the communication287

process for fast gradient aggregation. Let ĥn
t be the complex288

channel coefficient between device n and the edge server in289

the t-th communication round. As a result, each device can290

estimate the magnitude hn
t = |ĥn

t | of the channel. In this way,291

the received signal at the edge server after phase compensation 292

is expressed as 293

ycomm
t =

N∑
n=1

hn
t

√
pn

t ρn
t∇F

(
wn

t−1;Sn
t

)
+ zt, (7) 294

where pn
t represents the transmit power of device n. Here, 295

zt ∈ Rq denotes additive white Gaussian noise, i.e., zt ∼ 296

CN (0, σzI). To achieve over-the-air aggregation, each ele- 297

ment of the gradient parameters is modulated as a single 298

analog symbol for transmission. Consequently, a total of q 299

analog symbols, corresponding to the gradient size of each 300

device, are transmitted. As a result, the transmission latency 301

and energy consumption in the t-th communication round can 302

be respectively expressed as 303

tcomm
t = ceil

(
q

L0

)
Tslot, (8) 304

and 305

en,comm
t = pn

t tcomm
t , (9) 306

where L0 is the number of symbols in each resource block, 307

Tslot signifies the duration of each resource block, and ceil (·) 308

is the integer ceiling function.1 309

To mitigate the effect of noise on the gradient during 310

wireless transmission, a noise denoising factor λt is applied 311

at receiver [29], [30]. Hence, the received global gradient at 312

the edge server is given by 313

∇F
(
wt−1;St

)
=
∑N

n=1 hn
t

√
pn

t ρn
t∇F

(
wn

t−1;Sn
t

)
+ zt√

λt

. 314

(10) 315

Due to channel noise, the aggregated global model may 316

encounter model distortion. In this case, we define the aggre- 317

gation error εt to quantify the gradient parameter distortion 318

based on (2), which is given by 319

εt =
N∑

n=1

ρn
t

(
hn

t

√
pn

t√
λt

− 1
)
∇F

(
wn

t−1;Sn
t

)
+

1√
λt

zt. 320

(11) 321

D. Computation Model 322

During t-th communication round, each device n conducts 323

local model training using its dataset Sn
t . Let ξn be the number 324

of CPU cycles required for device n to execute a single 325

data sample. Furthermore, let fn
t represent the CPU-cycle fre- 326

quency of device n, while ςn indicates the energy consumption 327

coefficient specific to the chip of device n. As a result, the 328

computation latency of device n is expressed as 329

tn,comp
t =

ξn
∑t

i=1 Dn
i

fn
t

=
ξnSn

t

fn
t

. (12) 330

1In LTE systems, a resource block with duration of Tslot = 1 ms, consists
of two slots with 14 symbols. Thus, we have L0 = 14 [37].
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The energy consumption of device n for computation can be331

expressed as [19]332

en,comp
t = ξnςn(fn

t )2
t∑

i=1

Dn
i = ξnςn(fn

t )2Sn
t . (13)333

In this work, we assume that the latency for each device334

to sense a sample is constant, as described in [12] and [36].335

Therefore, once Sn
tot is fixed, the latency of the total samples336

sensed by each device n remains unchanged and can be337

ignored in this work. With the detailed models of sensing,338

communication, and computation at hands, we are interested in339

the ISCC design problem targeting communication-and-energy340

efficient FL algorithm, as elaborated in the sequel.341

III. CONVERGENCE ANALYSIS AND PERFORMANCE342

EVALUATION343

In this section, we analyze the convergence of our proposed344

OTA-FL-ISCC before delving into the problem formulation.345

While preliminary research has extensively explored the con-346

vergence analysis of OTA-FL (e.g., [30, eq(19)]), these studies347

have predominantly overlooked the critical aspect of sens-348

ing for sample collection, which significantly influences the349

convergence behavior. Consequently, these analyses do not350

align with the proposed OTA-FL-ISCC design (as stated in351

Section II-A). Building upon the analytical framework estab-352

lished in these works, we extend the convergence analysis353

for the proposed OTA-FL-ISCC by considering the impact354

of the sample size collected in each round on convergence.355

We initially investigate the impact of the size of newly356

collected and accumulated samples on the loss function in357

each communication round. Subsequently, we establish the358

convergence of the proposed OTA-FL-ISCC. Through the359

convergence analysis, we are able to derive an ATE metric that360

accounts for the sensing process in the learning performance361

of OTA-FL-ISCC.362

A. Convergence Analysis363

To facilitate the convergence analysis of OTA-FL-ISCC,364

we introduce the following assumptions for the loss func-365

tion (4) and gradient (2), which are commonly adopted in366

FL tasks [8], [11], [30].367

Assumption 1 (L-smoothness): The loss function,368

F (wt;St),∀t, is either continuously differentiable or369

Lipschitz continuous with a non-negative Lipschitz constant370

L ≥ 0, which can be formulated as371

F (wt;St) ≤ F (vt;St) + ⟨∇F (vt;St), (wt − vt)⟩372

+
L

2
||wt − vt||2,∀wt,vt ∈ Rq, (14)373

where ∇F (vt;St) denotes the gradient of F (vt;St).374

Assumption 2 (Gradient Bound): For any dataset St at t-th375

communication round, the expected squared norm of the376

gradient ∇F (wt;St) is bounded by a positive constant Gt,377

namely,378

E
(
∥∇F (wt;St)∥2

)
≤ Gt. (15)379

Recall that since the model parameter vector wn
t is renewed 380

according to the cumulative dataset Sn
t−1 and the newly sensed 381

dataset Dn
t , it is essential to discuss the impact of these 382

datasets on the improvement of the global loss function in 383

each communication round. 384

Lemma 1: Given the datasets Sn
t−1 and Dn

t in the t-th 385

communication round, the gradient∇F (wt−1;St) satisfies the 386

following equation 387

∇F (wt−1;St)=
St−1

St
∇F (wt−1;St−1)+

Dt

St
∇F (wt−1;Dt), 388

(16) 389

where Dt =
∑N

i=1 Di
t. 390

Proof: 391

Please see Appendix A. □ 392

Lemma 1 leads to Lemma 2 which derives an upper bound on 393

the improvement of the global loss function. 394

Lemma 2: When the learning rate η satisfies 0 ≤ η ≤ St−1
LSt

395

in the t-th communication round, the improvement of the 396

global loss function is bounded by (17), as shown at the bottom 397

of the next page. 398

Proof: Please see Appendix B. □ 399

From (17), we obtain several observations: 1) The improve- 400

ment of the global loss function is related to both the sensing 401

related term (i.e., the size of datasets St−1 and Dt) and a 402

communication related term (i.e., aggregation error εt); 2) The 403

increment of both sensing-related and communication-related 404

terms decreases the improvement of the global loss function, 405

which slows down the OTA-FL-ISCC convergence rate. 406

The average-squared gradient norm is widely adopted to 407

depict the performance of FL [12]. Based on Lemma 1 and 408

Lemma 2, we introduce the following Theorem to show the 409

upper bound of the average-squared gradient norm. 410

Theorem 1: Under the condition 0 ≤ η ≤ St−1
LSt

,∀t, the 411

average-squared gradient norm after T communication rounds 412

is bounded by 413

1
T

T∑
t=1

∥∇F (wt−1;St−1)∥2 414

≤ 1
T

[
2G1 + 3E

(
∥ε1∥2

)]
︸ ︷︷ ︸

Error of 1st communication round

415

2 (F (w0;S0)− F ∗)
Tη︸ ︷︷ ︸

Error of Initialization

416

+
1
T

T∑
t=2

[(
1 +

2Dt

St−1

)
E
(
∥ε1∥2

)
+

2Dt

St−1
Gt

]
︸ ︷︷ ︸

Error of rest communication rounds

. (18) 417

From (18), we note that the convergence performance of 418

OTA-FL-ISCC is controlled by sample collection strategy 419

(i.e., the size of dataset collected in each communication 420

round) and aggregation errors. To achieve a better OTA-FL- 421

ISCC performance, we can decrease the upper bound of (18) 422

by optimizing the sample collection strategy and reducing 423

aggregation errors. These results provide guidance for the 424
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design of resource allocation algorithms in the subsequent425

section.426

B. Performance Metric427

Although (18) presents an upper bound on the average428

squared gradient norm, it cannot be directly used to depict the429

OTA-FL-ISCC performance due to the undetermined values430

of L and F ∗. We assume that the gradient parameters to431

be transmitted follow the standard normal distribution, which432

can be achieved as referenced in [8]. According to (11),433

the corresponding instantaneous mean square error (MSE) of434

aggregation errors at the t-th round is given by435

E ∥(εt)∥2436

(a)

≤
N∑

n=1

ρn
t

(
hn

t

√
pn

t√
λt

− 1
)2 N∑

n=1

ρn
t E
∥∥∇F (wn

t−1;Dt)
∥∥2

437

+
E ∥zt∥2

λt
438

(b)
= q

[
N∑

n=1

ρn
t

(
hn

t

√
pn

t√
λt

− 1
)2

+
σ2

z

λt

]
, (19)439

where (a) is derived from the Cauchy-Schwarz inequality, and440

(b) is obtained based on the distribution of ∇F (wn
t−1;Dt) and441

zt. As a result, (18) can be further expressed as442

1
T

T∑
t=1

∥∇F (wt−1;St−1)∥2 ≤
2 (F (w0;S0)− F ∗)

Tη
443

+
2G1

T
+

q

T

T∑
t=1

ϕt. (20)444

Here, ϕt is given by (21), as shown at the bottom of the445

next page, where Ḡt = Gt

q . Therefore, we can define the ATE446

metric as447

Φ =
1
T

T∑
t=1

ϕt. (22)448

C. Computational Complexity and Scalability Assessment449

In this subsection, we analyze the computational complexity450

and scalability of the proposed OTA-FL-ISCC framework.451

To facilitate the analysis, we set ρn
t = 1

N . According to (19)452

and (22), the expected ATE is given by453

E (Φ) =
1
T

T∑
t=2

(
2Dt

St−1

)
Ḡt454

+
1

qT
E

[
3 ∥(ε1)∥2 +

T∑
t=2

(
1 +

2Dt

St−1

)
∥(εt)∥2

]
455

=
3

NT

(
hn

1

√
pn
1√

λt

− 1

)2

+
1
T

T∑
t=2

2Dt

St−1
Ḡt +

M

NT
,

(23)

456

where 457

M =
T∑

t=2

[(
4+

2Dt

St−1

)
σ2

z

λt
+
(

1 +
2Dt

St−1

)(
hn

t

√
pn

t√
λt

− 1
)2
]

. 458

It is evident that the first term on the right side of 459

equation (23) represents the aggregation errors of the 1st 460

communication round, which tends to converge to zero as T → 461

∞. The second term is associated with the sample sensing 462

strategy, while the last term pertains to both communication 463

errors and sample sensing strategy. From (23), we can derive 464

the computational complexity of our proposed framework as 465

E (Φ) = O
(

M
NT + 1

T

∑T
t=2

2DtḠt

St−1

)
. 466

To analyze the scalability of our proposed federated learning 467

framework, we let N →∞ to (23). It is observed that the first 468

term of (23) converges to zero as N →∞, whereas the second 469

term remains independent of the device count N , serving 470

as an error floor for scalability. The last term is influenced 471

by aggregation errors and sample sensing strategy. Therefore, 472

scalability can be enhanced by optimizing aggregation errors 473

and sample sensing strategy. 474

IV. PROBLEM FORMULATION AND OPTIMIZATION 475

Based on the system model and convergence results, we are 476

ready to formulate a training latency and energy consumption 477

minimization problem to achieve a communication-and-energy 478

efficient FL. Thereafter, a joint sensing, communication 479

and computation resource allocation strategy is proposed to 480

address the optimization problem. 481

A. Problem Formulation 482

Our design objective is to minimize the long-term average 483

communication-and-energy efficient FL, which addresses both 484

the energy consumption and the latency in model training. 485

Therefore, the problem is formulated as 486

P1 : min
{D,f ,p,λ}

lim
T→∞

1
T

T∑
t=1

E [et + wtt] , (24) 487

s.t. Dn
t ∈ N, ∀n, t, (24a) 488

F (wt;St)− F (wt−1;St−1)

≤



−η

2
E
(
∥∇F (w0;S0)∥2

)
+ ηG1︸ ︷︷ ︸

sensing related term

+
3η

2
E
(
∥ε1∥2

)
︸ ︷︷ ︸

communication related term

, if t = 1,

−η
2E
(
∥∇F (wt−1;St−1)∥2

)
+

Gtη

2
2Dt

St−1︸ ︷︷ ︸
sensing related term

+ +
η

2

(
1 +

2Dt

St−1

)
E
(
∥εt∥2

)
︸ ︷︷ ︸

sensing & communication related term

, otherwise.

(17)
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T∑
t=1

Dn
t ≥ Sn

tot, ∀n, (24b)489

Φ ≤ δ, (24c)490

0 ≤ pn
t ≤ pn

max, ∀n, t, (24d)491

0 ≤ fn
t ≤ fn

max, ∀n, t, (24e)492

λt ≥ 0, ∀t, (24f)493

where D = [D1
1, . . . , D

N
T ]T, f = [f1

1 , . . . , fN
T ]T, p =494

[p1
1, . . . , p

N
T ]T, λ = [λ1, . . . , λT ]T represent sample size,495

CPU frequency, transmit power, and denoising factor variables,496

respectively. Here, tt = maxn∈N {tn,comp
t } + tcomm

t and497

et =
∑N

n=1 (en,comp
t + en,comm

t ) are the energy and latency498

in t-communication round. w is a weighting factor to keep499

balance between latency and energy consumption in OTA-500

FL-ISCC. Sn
tot in (24b) is the dataset size requirement for501

device n. δ in (24c) is the threshold for performance constraint.502

pn
max in (24d) is the maximum transmit power constraint for503

each device. fn
max in (24e) is the constraint on computational504

frequency of device n.505

P1 is an MINLP and non-convex problem, which is506

challenging to solve. A joint sensing, communication and507

computation resource allocation strategy is designed in the508

next subsection.509

B. Joint Sensing, Communication and Computation Resource510

Allocation Strategy511

Intuitively, P1 can be divided into three subproblems:512

sensing, computation, and communication resource allocation.513

Specifically, we utilize convex optimization methods to solve514

the computation and communication resource allocation sub-515

problems under given D∗. We adopt the DQN algorithm to516

deal with the sensing resource allocation subproblem given517

f∗, p∗, and λ∗. We first present the optimization meth-518

ods for computation and communication resource allocation,519

respectively. Subsequently, we introduce the DQN algorithm520

for addressing the sensing resource allocation subproblem.521

Finally, we present the overall design of the DRL-based522

algorithm along with a complexity analysis.523

1) Computation Resource Allocation: Given sensing and524

communication resource allocation, the computation resource525

allocation subproblem is expressed as526

P2 : min
{f}

lim
T→∞

1
T

T∑
t=1

E

[
N∑

n=1

en,comp
t + w max

n∈N
{tn,comp

t }

]
,527

(25)528

subject to (24e).529

Note that P2 is independent to the communication rounds.530

Therefore, it can be decomposed into T separated subprob-531

lems, each addressed independently. Without loss of generality,532

the computation resource allocation subproblem for commu- 533

nication round t is formulated as 534

P2.1 : min
f

{
N∑

n=1

en,comp
t + w max

n∈N
{tn,comp

t }

}
, (26) 535

subject to (24e). 536

To solve P2.1, we introduce an auxiliary variable χt to rep- 537

resent the maximum computation latency among the devices. 538

Then, P2.1 can be rearranged as 539

P2.2 :min
f

{
N∑

n=1

en,comp
t + wχt

}
, (27) 540

s.t. (24e), 541

χt ≥ tn,comp
t , ∀n. (27a) 542

P2.2 is a convex problem. To solve it, the Lagrange method 543

is employed. Specifically, we define the Lagrangian as 544

L ({fn
t }, χt, µn) =

N∑
n=1

ξnςnSn
t (fn

t )2 545

+ wχt +
N∑

n=1

µn

(
ξnSn

t

fn
t

− χt

)
, (28) 546

where µn ≥ 0 is the Lagrange multiplier related to (27a). 547

Intuitively, (28) is a convex function to fn
t and χt. Taking the 548

first-order derivation of (28) with respect to fn
t and setting it 549

to 0, we have fn∗
t = 3

√
µ∗n
2ςn

. Here µ∗n is the optimal Lagrange 550

multiplier. Combining (24e), the optimal computation resource 551

allocation is given by 552

f t∗
n = min

[
3

√
µn∗

2ςn
, fmax

n

]
, ∀n ∈ N . (29) 553

2) Communication Resource Allocation: Given the sens- 554

ing and computation resource allocation, the communication 555

resource allocation subproblem is degenerated into a commu- 556

nication energy minimization problem, which can be expressed 557

as 558

P3 : min
{p,λ}

lim
T→∞

1
T

T∑
t=1

E

[
N∑

n=1

en,comm
t

]
, (30) 559

subject to (24c), (24d), and (24f). 560

Note that P3 is constrained by the ATE metric, which 561

encompasses T communication rounds in equation (24c). This 562

makes it challenging to solve independently for each commu- 563

nication round t, thereby leading to difficulties in integrating it 564

with the DQN algorithm. To tackle this issues, we relax (24c) 565

by 566

ϕt ≤ δ, ∀t. (31) 567

ϕt =


3

[
N∑

n=1

ρn
t

(
hn

t

√
pn

t√
λt

− 1
)2

+
σ2

z

λt

]
, if t = 1,

(
1 + 2Dt

St−1

)[∑N
n=1 ρn

t

(
hn

t

√
pn

t√
λt
− 1
)2

+ σ2
z

λt

]
+ 2Dt

St−1
Ḡt, otherwise,

(21)
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Consequently, P3 can be decomposed into T independent568

subproblems. Specifically, the communication resource alloca-569

tion problem for each t is formulated as570

P3.1 : min
{p, λ}

N∑
n=1

en,comm
t , (32)571

s.t. (24d), (24f),572

N∑
n=1

ρn
t

(
hn

t

√
pn

t√
λt

− 1
)2

+
σ2

z

λt
≤ δ̄t, ∀t,573

(32a)574

where δ̄t is given by575

δ̄t =


δ

2 + η
, t = 1,

δt −
[

Dt

St
+ Dt

St−1

(
1 + Dt

St

)]
Ḡt

1 + 2Dt

St−1

, otherwise.
576

(33)577

Note that (31) is a more stringent constraint than that578

in (24c). Therefore, any solution to problem P3.1 become579

automatically a solution to problem P3. Consequently, we can580

achieve at least a feasible yet sub-optimal solution for P3 by581

solving P3.1. It is noteworthy that the typical approach of582

alternating optimization for solving P3.1 exhibits high com-583

putational complexity of O(N3.5). To overcome the issue and584

inspired by [24] and [39], we proposed a novel communication585

resource allocation method with reduced computation com-586

plexity of O(N log N) [29]. Moreover, this method provides a587

closed-form expression, facilitating its subsequent integration588

with the DQN algorithm.589

Without loss of generality, we assume that the channel590

coefficients satisfy the ordering property: h1
t ≤ h2

t ≤ · · · ≤591

hN
t . According to the channel inversion policy [24], the592

instantaneous transmission power of device n is given as593

√
pn

t =


√

pn
max, 1 ≤ n < m,√

λt

hn
t

, m ≤ n ≤ N,
(34)594

where m ∈ N is the number of devices with maxi-595

mum transmission power. According to (34), we can easily596

derive the optimal denoising factor λ∗t for any given597

m. Specifically, by taking the first order derivative of598 ∑N
n=1 ρn

t

(
hn

t

√
pn

t√
λt
− 1
)2

+ σ2
z

λt
and setting it to zero, we have599

λ∗t =
∑m

i=0 ρi
t

√
pi
maxh

i
t∑m

i=0 ρi
tp

i
max(hi

t)2 + σ2
z

, ∀t. (35)600

Consequently, the optimal power allocation can be further601

obtained by602

√
pn∗

t =


√

pn
max, 1 ≤ n < m,√

λ∗t
hn

t

, m ≤ n ≤ N.
(36)603

As a result, given (35) and (36), we can solve P3.1 by deter-604

mining the optimal value of m, ∀m ∈ N . To this end, we first605

define the communication energy consumption corresponding 606

to m as Vm =
∑N

n=1 en,comm∗
t . Next, we define M as the 607

set containing the communication energy consumption values 608

Vm for all candidate values of m. Therefore, to determine 609

the optimal value of m, we only need to compare the energy 610

consumption values within the set M, 611

m∗ = arg min
m∈M

Vm. (37) 612

3) Sensing Resource Allocation: Given communication and 613

computation resource allocation, the sensing resource alloca- 614

tion optimization subproblem is presented as 615

P4 :min
{D}

lim
T→∞

1
T

T∑
t=1

E [en,comp
t + wtn,comp

t ] , (38) 616

s.t. (24a), (24b), (32a). (38a) 617

Note that the sensing resource allocation subproblem is essen- 618

tially a dynamic programming (time series) problem due 619

to the accumulating samples across communication rounds. 620

DRL has been widely adopted as an efficient algorithm to 621

solve decision-making problems by learning optimal solu- 622

tions in dynamic environments [38]. To apply this method, 623

we first reformulate the subproblem as a MDP with a tuple 624

⟨S,A,P,R⟩, where S, A, P , and R are the state space, action 625

space, state transition probability, and reward, respectively. 626

The corresponding elements in the tuple are presented as 627

follows. 628

• State space S. In the t-th communication round, st 629

consists of the accumulative dataset size Sn
t−1 and the 630

channel coefficient hn
t as st =

{
Sn

t−1, h
n
t

}
n∈N . 631

• Action space A. We define the sample size Dn
t as at. 632

However, if each device n independently selects its own 633

sample size Dn
t , its action space size is unacceptable. 634

Therefore, we allow all the devices to select the same 635

sample size D̄t in the t-th communication round, i.e., 636

Dn
t = D̄t, ∀n. In this case, we have the action space 637

at =
{
D̄t|D̄t ∈ N

}
. 638

• State transition probability P . Let P (st−1|st, at) be the 639

probability of transitioning from state st−1 to state st 640

under action at. 641

• Reward R. Reward rt is designed to evaluate the quality 642

of a learning policy under state-action pair (st, at), which 643

is defined as 644

rt (st, at) = − (et + wtt) + α
t∑

i=1

D̄i 645

− 2β

(
u (ϕt − δt)−

1
2

)
, (39) 646

where α and β are the penalty factors for con- 647

straints (24b) and (24c), respectively. u(·) is a unit step 648

function. 649

Then, the MDP can be formulated with the tuple above. 650

Specifically, we first define a policy π(at|st) as the probability 651

of taking action at at the state st, i.e., π(at|st) = P (at|st). 652

Moreover, the discounted reward function is defined as 653

Ut = lim
T→+∞

T∑
i=t

γi−tri (si, ai) , (40) 654
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where γ ∈ (0, 1] is the discount factor for weighting future655

rewards. The goal of the agent is to find the optimal policy656

π∗ that maximizes the expected long-term rewards Eπ∗ [Ut].657

To this end, DQN algorithm is utilized. Specifically, under658

a certain policy π, the state-action function Qπ (st, at; θ)659

is defined as the expected future long-term reward for a660

state-action pair (st, at), which is presented by661

Qπ (st, at; θ) = Eπ [Ut|st, at] , (41)662

where θ is the parameter vector of the Q-network.663

To find the optimal policy π∗, we need to obtain the optimal664

action-value function Q∗ (st, at; θ), which can be achieved665

through the Bellman equation as666

Q
∗
(st, at; θ) = rt + γ max

at+1
Q
∗
(st+1, at+1; θ) . (42)667

Note that the optimal action-value function Q
∗

can be668

obtained by optimizing the parameter vector θ of the669

Q-network. To this end, the replay buffer is considered to learn670

the optimal parameter vector θ and improve the efficiency.671

Specifically, the historical tuple (st, at, rt, st+1) after each672

interaction between the agent and the environment is stored in673

the experience replay buffer. By sampling the historical tuples,674

we aim to minimize the loss function as675

L(θ) =

[(
rt + γ max

at+1
Q
(
st+1,at+1; θ̂

)
−Q(st,at; θ)

)2
]

,676

(43)677

where θ̂ is the target Q-network. A gradient descent method is678

employed to minimize the loss function L(θ). As a result, the679

optimal data collection solution can be achieved by obtaining680

the optimal parameter vector θ∗.681

C. Algorithm Design And Complexity Analysis682

Followed by the proposed resource optimization methods,683

we introduce a joint sensing, communication and computation684

resource allocation strategy. Specifically, we employ DQN685

to optimize sample collection strategy after reformulating686

P4 as a MDP, integrating communication and computation687

resource allocation methods. The detailed procedure is shown688

in Algorithm 1, where we define (39) as the rewards.689

V. SIMULATION RESULTS690

In this section, numerical results are conducted to validate691

the effectiveness of our proposed OTA-FL-ISCC and theoreti-692

cal analyses, as well as compare the proposed algorithm with693

benchmarks.694

A. Experiment Setup695

We consider an OTA-FL-ISCC mechanism consists of696

an edge server and N = 10 devices to jointly learn a697

convolutional neural network (CNN) model for target clas-698

sification/recognition. We evaluated the local training model699

on two different datasets: the MNIST and the fashion MNIST700

datasets.701

Algorithm 1 Algorithm for P1 via the Joint Sensing,
Communication and Computation Resource Allocation
Strategy

Input: Initialize parameter vector of Q-networks θ1;
Initialize the experience buffer; Maximum episode
number Lmax.

1 for episode ℓ = 1 to Lmax do
2 Reset the initial state s1;
3 for communication round t = 1 to T do
4 DQN agent selects discrete action at based on

the observed state st;
5 Obtain the optimal fn∗

t by resolving P2;
6 Obtain the optimal pn∗

t and λ∗t by resolving P3.1;
7 Calculate the reward rt with fn∗

t , pn∗
t and λ∗t ;

8 Observe the next st+1;
9 Add transition (st, at, rt, st+1) to the replay

buffer;
10 Sample a minibatch from the replay buffer;
11 Update DQN network by the gradient descent

method: θt+1 ← θt;
12 end
13 end

Fig. 4. Performance evaluation under different dataset distribution.

Fig. 5. Performance evaluation over different sensing strategies.

We set the learning rate to 0.001 and the gradient bound 702

to Gt = 20490. The size of the AI model is q = 20490. 703
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The CPU-cycle frequency fn
t ranges from 0.1 × 109 to704

2.0 × 109. We further assumed the CPU cycles required for705

processing one sample is ξn = 13, 876, 800, and the energy706

consumption coefficient is ςn = 10−28. Moreover, we set the707

learning performance constraint δ and the total sample set size708

constraint Sn
tot to 0.95 and 1500, respectively.709

We assume that the wireless channels between each device710

and the edge server follow independent and identically dis-711

tributed (i.i.d.) Rayleigh fading. We assume that the noise712

variance σ2
z = 1 W, and the maximum transmit power budget713

of each device Pn
max = 10 W, if not specified. Moreover, the714

transmission latency is set as tcomm
t = 1.5 s.715

To evaluate our proposed OTA-FL-ISCC mechanism,716

we introduce the following benchmarks.717

• Centralized learning: We consider the traditional cen-718

tralized learning, where all the samples are sensed and719

gathered by one device or server before model training.720

• OTA-FL [30]: We consider the classic OTA-FL with721

gradient aggregation, where all the samples are sensed722

before the model training.723

• OTA-FL with Fixed Computation Resource (OTA-FL-724

FCR): We consider the OTA-FL-FCR, where only the725

communication resource is optimized.726

• Decrease Sample Collection (DSC): We consider the727

proposed OTA-FL-ISCC with DSC strategy, where the728

sample set size Dt decreases with the increment of729

communication rounds.730

• Increase Sample Collection (ISC): We consider the731

proposed OTA-FL-ISCC with ISC strategy, where the732

sample set size Dt increases with the increment of733

communication rounds.734

B. Validation of Theoretical Analyses735

In Fig. 4, the convergence performance of the proposed736

OTA-FL-ISCC and OTA-FL schemes are illustrated across dif-737

ferent datasets, each with both IID and Non-IID settings. It is738

evident from the figure that the OTA-FL-ISCC exhibits worse739

convergence performance than the classic OTA-FL across both740

the Fashion MNIST and MNIST datasets under both IID and741

Non-IID settings. For example, although OTA-FL-ISCC and742

OTA-FL converge after 50 communication rounds, OTA-FL743

generally achieves higher accuracy than OTA-FL-ISCC under744

different learning rates. This verifies our theoretical analysis745

that the sensing-related and communication-related terms have746

negative impacts on the improvement of global loss in each747

communication round.748

Fig. 5 evaluates the derived performance metric Φ over dif-749

ferent sample collection strategies, where the PSC denotes the750

proposed sample collection strategy achieved by Algorithm 1.751

It can be found that different sample collection strategies752

would influence the performance of OTA-FL-ISCC. Different753

sample collection strategies correspond to different value of754

Φ, i.e., ISC has a value of Φ = 1.1742, PSC has a value of755

Φ = 0.9711, DSC has a value of Φ = 0.8812, and OTA-FL has756

a value of Φ = 0.6795. According to Fig. 5, a smaller value757

of Φ leads to higher accuracy, which verifies our theoretical758

analyses that a better learning performance can be achieved759

by minimizing the ATE Φ.760

Fig. 6. The ATE and the weighted sum of latency and energy over different
sample sensing strategies.

Fig. 7. The convergence performance of Algorithm 1.

Fig. 6 further presents the performance of weighted training 761

latency and energy consumption, as well as the ATE over dif- 762

ferent sample collection strategies. Here, all the strategies are 763

all under optimal communication and computation resource 764

allocation. Intuitively, the OTA-FL scheme leads to the highest 765

weighted sum of training latency and energy consumption but 766

lowest ATE, since it needs to update the local model over all 767

the dataset Sn
tot in each communication round. However, the 768

proposed OTA-FL-ISCC can still achieve better performance 769

by optimizing the sample collection strategy with low latency 770

and energy consumption, which indicates effectiveness on 771

reducing the latency and energy consumption for training a 772

AI model at edge networks. 773

C. Effectiveness of the Proposed Algorithms 774

Fig. 7 demonstrates the efficiency of the proposed 775

Algorithm 1 under various constraints. It is observed that the 776

discounted rewards converges within 80000 episodes under 777

different constraints. Furthermore, it is also observed that 778

the discounted reward converges to different points according 779

to different datasize and ATE, highlighting its effectiveness. 780

For instance, when ϕ = 0.95, the reward with a datasize 781

of 1500 significantly surpasses that with a datasize of 1200, 782

emphasizing the impact of the constraint of larger dataset size. 783

In Fig. 8, we depict the convergence from a weighted sum of 784

energy and latency perspectives under various schemes, each 785
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Fig. 8. The weighted sum of energy and latency VS convergence.

Fig. 9. The weighted sum of training latency and energy consumption over
different schemes.

Fig. 10. The energy consumption and latency in each communication round.

with different settings for Sn
tot, to showcase the effectiveness of786

our design for communication-and-energy efficient OTA-FL.787

It is evident that the convergence of the proposed OTA-FL-788

ISCC schemes significantly outperforms those without ISCC789

design. Consequently, the OTA-FL-ISCC scheme achieves790

faster convergence with reduced energy consumption and791

latency. Moreover, Fig. 9 compares the weighted sum of train-792

ing latency and energy consumption over different schemes793

under various weight factors w. Comparing with OTA-FL,794

the OTA-FL-FCR achieves a lower weighted sum of training795

latency and energy consumption due to computation resource796

optimization. Meanwhile, significant reductions in latency and797

Fig. 11. Performance evaluation over various power allocation strategies.

energy are achieved by optimizing the sample sensing strategy. 798

Therefore, the proposed OTA-FL-ISCC scheme achieves the 799

lowest weighted sum of network latency and energy consump- 800

tion among all schemes. 801

In Fig. 10, we also provide the training latency and energy 802

consumption of each communication round over different 803

collection strategies with learning performance (24e) satisfied. 804

It is shown that both the training latency and energy of 805

OTA-FL-ISCC with PSC strategy are the lowest compared to 806

OTA-FL and OTA-FL-ISCC with DSC strategy. In specific, 807

the OTA-FL always maintains high latency and energy, while 808

OTA-FL-ISCC’s latency and energy increase with the number 809

of communication rounds due to the accumulation of dataset, 810

which demonstrate the effectiveness of the proposed OTA- 811

FL-ISCC. Fig. 11 presents the test accuracy under various 812

power allocation. Here, the Noise free serves as a bench- 813

mark, indicating perfect aggregation without any errors in the 814

communication process. From Fig. 11, it is shown that the pro- 815

posed power allocation strategy achieves similar convergence 816

to the Noise free strategy. Furthermore, it is observed that the 817

performance under pmax = 10 W generally outperforms that 818

of pmax = 1 W. This suggests that a larger power budget has 819

greater capability to mitigate the impact of channel noise. 820

D. Practical Consideration of the Proposed Framework 821

In this subsection, we deploy our proposed framework under 822

a more practical environment, which typically encounters vari- 823

ous challenges, such as unreliable network connections, device 824

malfunctions, heterogeneous device capabilities, irregular data 825

distributions, and adversarial attacks. 826

Under the unreliable networks, heterogeneous device capa- 827

bilities, and device malfunctions environment that result in 828

device dropouts, we evaluate the framework accuracy with 829

varying numbers of participating devices, as illustrated in 830

Fig. 12. To simulate device dropout, we randomly disconnect 831

devices during each round of model aggregation. It demon- 832

strates that the proposed framework achieves a comparable 833

convergence performance with the decrement of gradient 834

aggregation participating devices, which indicates its robust- 835

ness to dropout issues. 836

For irregular data distributions leading to Non-IID datasets, 837

we evaluate the convergence of our proposed framework under 838
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Fig. 12. Performance evaluation under potential dropout issues.

Fig. 13. Performance evaluation under Non-IID datasets.

varying degrees of Non-IID settings, as shown in Fig. 13. The839

Dirichlet distribution is used to model label distribution skew840

among devices, with the parameter γ representing the degree841

of Non-IID datasets. Here, a lower γ value corresponds to842

a more skewed Non-IID dataset. As depicted in Fig. 13, the843

convergence performance decreases with the decrement of γ,844

however it wouldn’t generate a large gap even with extremely845

small value of γ. It suggests that the proposed framework846

can avoid the performance degradation effectively caused by847

irregular data distributions, which demonstrates its resilience848

to Non-IID datasets.849

In terms of the security issue, Fig. 14 illustrates the training850

accuracy under data poisoning attacks with various malicious851

devices and poisoning rates. From this figure, we can find852

that the training accuracy keeps unchanged under varying853

poisoning rates under the same number of malicious devices.854

On the other hand, the training accuracy decreases with the855

increment of malicious devices.856

Regarding to the privacy issue, Fig. 15 illustrates the857

reconstructed images under inversion attacks with the data858

reconstruction method [41]. It demonstrates that the proposed859

mechanism can effectively protect data privacy compared with860

the existing FedSGD mechanism [3]. Furthermore, existing861

methods, such as secure multi-party computation and homo-862

morphic encryption, can also be integrated into our framework863

to further protect the data privacy.864

Fig. 14. Performance evaluation under data poisoning attacks.

Fig. 15. Performance evaluation under inversion attacks.

VI. CONCLUSION 865

This work considered an OTA-FL-ISCC scheme to achieve 866

communication-and-energy efficient FL, where sensing, com- 867

munication and computation are jointly considered throughout 868

the FL procedure. Specifically, we first derived an ATE metric 869

to characterized learning performance of proposed framework 870

by convergence analyses. Then, we investigated a training 871

latency and energy consumption minimization problem with 872

ATE guarantees. Furthermore, a joint sensing, communication 873

and computation resource allocation strategy was developed, 874

where a DRL algorithm that nests convex optimization with 875

DQN was designed. Numerical results verified our conver- 876

gence analyses, and demonstrated the effectiveness of our 877

developed resource management algorithm. 878

APPENDIX A 879

PROOF OF LEMMA 1 880

According to the definition of local loss function in (1), 881

we have the following translation of 882

F (wn
t−1;Sn

t ) =
1

Sn
t

 ∑
(xj ,yj)∈Sn

t−1

f
(
wn

t−1, (xj , yj)
)

883

+
∑

(xj ,yj)∈Dn
t

f
(
wn

t−1, (xj , yj)
) 884

=
Sn

t−1

Sn
t

F (wn
t−1;Sn

t−1) +
Dt

n

Sn
t

F (wn
t−1;Dn

t ). 885

(44) 886

Thus, the global loss function can be further rewritten as 887

F (wt−1;St) 888

=
1
St

N−1∑
n=0

(
Sn

t−1F
(
wn

t−1;Sn
t−1

)
St−1

St−1 889
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+
Dn

t F
(
wn

t−1;Dn
t ;
)

Dt
Dt

)
890

=
St−1

St
F (wt−1;St−1) +

Dt

St
F (wt−1;Dt) . (45)891

Taking derivative of the the global loss function F with892

respect to wt−1 over both sides of (45), Lemma 1 can be893

obtained. This ends the proof.894

APPENDIX B895

PROOF OF LEMMA 2896

To proof Lemma 2, we first derive the improvement at897

the first communication round, and then extended to the rest898

communication rounds.899

A. Improvement in the First Communication Round900

The AI model is updated based on initialization w0 over the901

new sensed dataset D1 in the current round. According to the902

assumption of L-smoothness, the improvement on the global903

loss can be expressed as:904

F (w1;S1)− F (w0;S0)905

≤ ⟨∇F (w0;D1),w1 −w0⟩+
L

2
||w1 −w0||2906

= η ⟨∇F (w0;D1), ε1 −∇F (w0;D1)⟩︸ ︷︷ ︸
A1

907

+
Lη2

2
∥−∇F (w0;D1) + ε1∥2︸ ︷︷ ︸

B1

. (46)908

Now we aim to find the upper bound for A1 and B1,909

respectively. Specifically, for A1, we have910

A1 = ⟨∇F (w0;D1),−∇F (w0;D1)⟩+ ⟨∇F (w0;D1), ε1⟩911

(c)

≤ −∥∇F (w0;D1)∥2 +
∥∇F (w0;D1)∥2

2
+
∥ε1∥2

2
912

= −∥∇F (w0;D1)∥2

2
+
∥ε1∥2

2
, (47)913

where (c) comes from the arithmetic mean-geometric mean914

(AM-GM) inequality. Similarly, B1 is bounded by915

B1 = ∥∇F (w0;D1)∥2 + ∥ε1∥2 − 2 ⟨F (w0;D1), ε1⟩916

≤ 2 ∥∇F (w0;D1)∥2 + 2 ∥ε1∥2 . (48)917

Taking the expectation at both sides of (46), we have918

E (F (w1;S1)− F (w0;S0))919

≤ −η

(
1
2
− Lη

)
E
(
∥∇F (w0;D1)∥2

)
920

+ η

(
Lη +

1
2

)
E
(
∥ε1∥2

)
921

(d)

≤ −η

2
E
(
∥∇F (w0;S0)∥2

)
+ Lη2G1922

+ η

(
Lη +

1
2

)
E
(
∥ε1∥2

)
923

(e)

≤ −η

2
E
(
∥∇F (w0;S0)∥2

)
+ ηG1 +

3η

2
E
(
∥ε1∥2

)
, (49)924

where (d) is derived from Assumption 2, and (e) is achieved 925

by letting η ≤ 1
L . 926

2) Improvement in the rest communication rounds: For the 927

rest communication rounds, the AI model is updated based 928

on both the accumulative dataset St−1 and the newly sensed 929

dataset Dt. Recall (14) in Assumption 1, it follows that 930

F (wt;St)− F (wt−1;St−1) 931

≤ ⟨∇F (wt−1;St−1),wt −wt−1⟩ 932

+
L

2
||wt −wt−1||2 933

= η ⟨∇F (wt−1;St−1),−∇F (wt−1;St) + εt⟩︸ ︷︷ ︸
A2

934

+
Lη2

2
∥−∇F (wt−1;St) + εt∥2︸ ︷︷ ︸

B2

. (50) 935

Based on Lemma 1, A2 in (50) can be rearranged as 936

A2 =
〈
∇F (wt−1;St−1),−

St−1

St
∇F (wt−1;St−1) 937

− Dt

St
∇F (wt−1;Dt) + εt

〉
938

= −St−1

St
∥∇F (wt−1;St−1)∥2 + ⟨∇F (wt−1;St−1); εt⟩ 939

− Dt

St
⟨∇F (wt−1;St−1),∇F (wt−1;Dt)⟩ . (51) 940

Similarly, B2 in (50) can be expressed as 941

B2 = ∥∇F (wt−1;St)∥2 + ∥εt∥2 − 2 ⟨∇F (wt−1;St) , εt⟩ 942

=
(

St−1

St

)2

∥∇F (wt−1;St−1)∥2 943

+
(

Dt

St

)2

∥∇F (wt−1;Dt)∥2 944

+ 2
St−1Dt

(St)
2 ⟨∇F (wt−1;St−1),∇F (wt−1;Dt)⟩+ ∥εt∥2 945

− 2
Dt

St
⟨∇F (wt−1;Dt) , εt⟩ 946

− 2
St−1

St
⟨∇F (wt−1;St−1) , εt⟩ . (52) 947

As a result, we have 948

F (wt;St)− F (wt−1;St−1) 949

≤ Lη2

2

(
Dt

St

)2

∥∇F (wt−1;Dt)∥2 950

+

[
Lη2

2

(
St−1

St

)2

−η
St−1

St

]
∥∇F (wt−1;St−1)∥2 951

+
Lη2

2
∥εt∥2 952

−η
Dt

St

(
1− Lη

St−1

St

)
⟨∇F (wt−1;St−1),∇F (wt−1;Dt)⟩︸ ︷︷ ︸

C

953

+η

(
1− Lη

St−1

St

)
⟨∇F (wt−1;St−1), εt⟩︸ ︷︷ ︸
D

954
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−Lη2 Dt

St
⟨∇F (wt−1;Dt) , εt⟩︸ ︷︷ ︸

E

. (53)955

Now, we aim to find the upper bounds of C, D, and E956

in (53). Let 1−Lη St−1
St
≥ 0 and apply the AM-GM inequality,957

we have958

C ≤ η
Dt

St

(
1− Lη

St−1

St

)[
∥∇F (wt−1;St−1)∥2

2
959

+
∥∇F (wt−1;Dt)∥2

2

]
, (54)960

and961

D ≤ η

(
1− Lη

St−1

St

)[
∥∇F (wt−1;St−1)∥2

2
+
∥εt∥2

2

]
.962

(55)963

By applying the Cauchy-Schwarz and AM-GM inequalities,964

we have965

E ≤ Lη2 Dt

St

[
∥∇F (wt−1;Dt)∥2

2
+
∥εt∥2

2

]
(56)966

By taking the expectation at both sides of (50), (53) can be967

further bounded by968

E (F (wt;St)− F (wt−1;St−1))969

≤
[
Lη2

2

(
1− St−1

St
+

Dt

St−1

)
970

+
η

2

]
E
(
∥εt∥2

)
+
[
Lη2

2
Dt

St

(
Dt

St
− St−1

St
+ 1
)

971

+
η

2

(
Dt

St

)]
E
(
∥∇F (wt−1;Dt)∥2

)
972

+
[
η

2

(
1− 2St−1

St
+

Dt

St

)
973

+
Lη2

2
St−1

St

(
St−1

St
−Dt

St
−1
)]

E
(
∥∇F (wt−1;St−1)∥2

)
974

(f)

≤ −η

2
St−1

St
E
(
∥∇F (wt−1;St−1)∥2

)
975

+
η

2

(
1 +

2Dt

St−1

)
E
(
∥εt∥2

)
976

+
[
η

2
Dt

St−1

(
Dt

St
+ 1
)]

E ∥∇F (wt−1;Dt)∥2977

(g)

≤ −η

2
E
(
∥∇F (wt−1;St−1)∥2

)
+

(
2Dt

St−1

)
Gtη

2︸ ︷︷ ︸
sensing related effect

978

+
η

2

(
1 +

2Dt

St−1

)
E
(
∥εt∥2

)
︸ ︷︷ ︸

sensing & communication related effect

, (57)979

where (f) comes from η ≤ 1
L

St

St−1
, and (g) comes from980

Assumption 2. This ends the proof.981
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