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Abstract—Traditional discrete-array-based systems fail to ex-
ploit interactions between closely spaced antennas, resulting
in inadequate utilization of the aperture resource. In this
paper, we propose a holographic intelligence surface (HIS)
assisted integrated sensing and communication (HISAC) system,
wherein both the transmitter and receiver are fabricated using a
continuous-aperture array. A continuous-discrete transformation
of the HIS pattern based on the Fourier transform is proposed,
converting the continuous pattern design into a discrete beam-
forming design. We formulate a joint transmit-receive beam-
forming optimization problem for the HISAC system, aiming to
balance the performance of multi-target sensing while fulfilling
the performance requirement of multi-user communication. To
solve the non-convex problem with coupled variables, an alter-
nating optimization-based algorithm is proposed to optimize the
HISAC transmit-receive beamforming in an alternate manner.
Specifically, the transmit beamforming design is solved by de-
coupling into a series of feasibility-checking sub-problems while
the receive beamforming is determined by the Rayleigh quotient-
based method. Simulation results demonstrate the superiority of
the proposed HISAC system over traditional discrete-array-based
ISAC systems, achieving significantly higher sensing performance
while guaranteeing predetermined communication performance.

Index Terms—Holographic intelligence surface, integrated
sensing and communication, pattern design strategy, continuous-
aperture array

I. INTRODUCTION

Integrated sensing and communication (ISAC) system,
which envisions simultaneous sensing and communication on
a shared waveform/platform, is considered a vital solution
for tackling challenges associated with spectral and/or power
efficiency in 6G wireless networks [1], [2]. For the ISAC
waveform design, former studies advocate a joint design
paradigm [3]–[8]. Instead of allocating orthogonal tempo-
ral/spectral/spatial resources to sensing and communication
functionalities [9]–[11], joint design achieves ISAC by a single
waveform with non-orthogonal resources, which not only
enhances spectral efficiency but also yields a flexible per-
formance tradeoff between sensing and communication [3]–
[8]. In a multi-antenna setting, joint ISAC waveform design
is typically achieved through transmit beamforming/precoding
design. This entails designing spatial beamformers/precoders
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judiciously to maximize sensing/communication under perfor-
mance constraints in communication/sensing, thereby striking
a balance between the two functionalities [3]–[5]. Further-
more, by leveraging radar receivers, joint transmit-receive
beamforming has been proposed in the literature to further
enhance ISAC performance [6]–[8].

The aforementioned beamforming designs in ISAC systems
typically rely on discrete antenna arrays, where the antenna
spacing is constrained to half-wavelength. This limits the
number of antennas for a given aperture, thereby resulting in
insufficient exploitation of array gain for ISAC performance
enhancement [12], [13]. In addition, modeling electromagnetic
(EM) propagation for the discrete array usually overlooks the
mutual interference between two closely spaced antennas, po-
tentially leading to inadequate information acquisition during
signal reception [14], [15]. To overcome these limitations,
the concept of holographic intelligence surface (HIS), also as
known as holographic multiple-input multiple-output (MIMO)
[16], [17] and continuous-aperture MIMO [18], [19], has
emerged. Unlike the discrete array consisting of multiple
patch antennas with half-wavelength spacing, HIS achieves
a quasi-continuous-aperture array by deploying massive sub-
wavelength tunable elements in a compact space, which
yields high array gain with limited size [20]. The advantages
of HIS include enhancing signal coverage [21], improving
communication rate [22], and boosting localization accuracy
[13], [23]. However, due to its continuous nature, HIS incurs
significant challenges for array signal processing, making
traditional beamforming techniques [3]–[8], which are tailored
for discrete arrays, inefficient or even inapplicable [16], [17].
Due to these challenges, integrating HIS into the ISAC system,
though promising for achieving a better performance trade-off
between sensing and communication, is still in its infancy.

The primary goals of this work are to: 1) design an HIS-
assisted ISAC (HISAC) transceiver architecture, 2) develop
an HISAC transmit-receive beamforming framework, and 3)
demonstrate the performance gain by employing HIS instead
of traditional discrete arrays in ISAC systems.

A. Prior work

Many efforts have been dedicated to beamforming design
for the ISAC systems [3]–[8], [24]–[29], including transmit
beamforming and joint transmit-receive beamforming. Trans-
mit beamforming builds on the spatial degrees of freedom
(DoFs) at the transmitter, which is devised to strike perfor-
mance trade-off between sensing and communication [3]–[5],
[24]. A commonly adopted strategy of transmit beamforming
is to modify the transmit beam by optimizing the beamformer,
aiming to maximize the power sent towards the targets while
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fulfilling the communication performance requirement at each
user [3]–[5], [24], [25].

Transmit beamforming fails to explore the spatial DoFs at
the radar receiver, which holds potential to further enhance
ISAC performance. Joint transmit-receive beamforming, in
which the transmitter-side beamformers and radar receiver-
side beamformers/filters are designed simultaneously, has been
proposed in [6]–[8], [26]–[30]. The authors of [8] employed
the Cramér-Rao bound (CRB) as the radar performance indi-
cator and optimized the CRB while meeting the user signal-
to-interference-and-noise ratio (SINR) requirement. However,
explicit receive beamforming was not addressed. In [26], the
authors considered transmit-receive beamforming in ISAC sys-
tems with SINR being the radar performance metric. However,
without being optimized adaptively, the receive beamform-
ing conducted at the radar receiver was solely determined
by the steering vector. As a step further, [30] proposed a
design framework for ISAC transmit-receive beamforming,
optimizing transmit and receive beamformers alternately. The
aforementioned works regarding ISAC beamforming typically
rely on a discrete array, which limits performance due to
inefficient utilization of a given aperture [14], [15].

With the development of continuous-aperture array technol-
ogy, HIS has been devised to alleviate the performance bot-
tleneck caused by traditional discrete arrays, enabling higher
array gain for a given aperture size [12]–[17]. The superiority
of HIS has been demonstrated in various systems aimed at
different tasks [18], [20]–[22], [31], [32]. For instance, the
channel model and performance bounds of HIS-based multi-
user MIMO systems were analyzed in [21], [33], [34]. To char-
acterize the radiation model of HIS, it is necessary to design
the surface pattern, known as the current density distribution,
for a continuous-aperture array [16]–[19]. The authors of [16]–
[18], [34], [35] modeled the radiation of continuous-aperture
arrays and derived a closed-form expression of the capacity
between two continuous volumes by utilizing the Fourier basis
functions of continuous-space EM channels. To optimize the
capacity of HIS-based communications, a Fourier transform-
based pattern design approach was proposed by [19]. Specif-
ically, a pattern division multiplexing (PDM) method was
developed to model the radiation for HIS, aiming to maximize
the sum rate when serving multiple communication users with
HIS. Compared to [16]–[18], [34], [35] that employed the
standard basis functions and projection coefficient matrices
of the Fourier transform, the pattern design in [19] differed
in incorporating additional optimizable projection coefficient
matrices. This modification enhances the flexibility of HIS
radiation modeling and pattern design, effectively addressing
the issue of infinite computation resulting from the continuous
nature of HIS.

B. Motivation and Contribution

Most existing works employing HIS have focused on com-
munication tasks [19], [21], [22], [31], [32], [36], whereas the
incorporation of HIS into ISAC systems has remained in its
infancy [20], [37], [38]. Although the advantages of deploying
sub-half-wavelength-spacing antennas for ISAC systems have

been initially revealed in [20], [37], the advocated antenna
array remained discrete. Therefore, the proposed schemes are
not applicable to HISAC systems comprised of continuous-
aperture arrays.

To fill the gap, this work focuses on incorporating HIS into
ISAC system. Specifically, we propose an ISAC transceiver
structure based on HIS, wherein both the transmitter and
receiver of the base station (BS) are fabricated using HISs. By
generating a specific pattern of the HIS, the radiation of the
EM waves can be configured to meet the requirements of both
sensing and communication. However, due to its continuity, the
pattern of the HIS has infinite dimensions. Inspired by [19],
we develop a continuous-discrete transformation based on
the Fourier transform, which converts the continuous current
from the space domain into the discrete wavenumber domain.
Then, the problem of pattern design is transformed into a
joint transmit-receive beamforming problem, where projec-
tion/beamforming matrices of the pattern in the wavenumber
domain are optimizable to configure the beams of HISs. Based
on this, we jointly design the transmit-receive beamformers by
optimizing their coefficient matrices, maximizing the minimal
sensing SINR among multiple targets while guaranteeing
multi-user communication SINR requirements.

Due to the non-convex max-min objective function and
coupled optimization variables of the joint transmit-receive de-
sign, the formulated problem is non-convex and, consequently,
challenging to solve. We propose an alternating optimization
(AO) algorithm to address it by designing the HIS transmit
the receive beamforming iteratively. Specifically, we propose
an adaptive bisection searching (ABS) method to accelerate
the convergence of the semidefinite relaxation (SDR)-based
bisection iteration process in the HIS transmit beamforming.
Additionally, we propose a Rayleigh quotient-based algorithm
for configuring the HIS receive beamforming. Numerical re-
sults demonstrate that our proposed HISAC system enhances
the performance of both sensing and communication compared
to the discrete array-based counterpart system.

The main contributions of this work are summarized as
follows:

• HISAC Tranceiver: To the best of our knowledge, we are
the first to propose the HISAC system, where the transmit
HIS supports multi-user communication and illuminates
multiple radar targets, and the receive HIS collects the
radar echoes. Specifically, we study the joint design of
transmit HIS and receive HIS, balancing the performance
of sensing and communication in the proposed system.

• Continuous-Discrete Transformation: We convert the
HIS pattern from the continuous space domain into the
discrete wavenumber domain, through which the joint
transmit-receive beamforming can be efficiently designed.
Based on the continuous-discrete transformation, we for-
mulate an optimization problem concerning the joint
transmit-receive beamforming design for HISAC, bal-
ancing multi-target sensing performance while fulfilling
multi-user communication performance requirements.

• Joint Transmit-Receive Beamforming in HISAC: We
develop an AO algorithm by recasting the original prob-
lem into: transmit HIS design and receive HIS config-



3

uration. Due to the high complexity of the involved
SDR-based bisection search method, we propose an ABS
method to obtain the refined potential range of the bisec-
tion search and accelerate the convergence in the iteration
process. To address the receive HIS configuration, bluea
Rayleigh quotient-based method is proposed obtaining a
closed-form solution.

• Performance: Numerical results reveal the significant
performance gain of the proposed HISAC system, over
its discrete-array-based counterpart. Specifically, the pro-
posed schemes achieve a remarkable 9.5 dB sensing
SINR gain compared to the discrete-based arrays under
the same communication SINR requirement.

C. Organization and Notation

The rest of the paper is organized as follows: Section II
presents the HISAC system and formulates a pattern design
problem. The continuous-discrete transformation is developed
to convert the continuous pattern design into a joint transmit-
receive beamforming problem in Section III. Section IV
presents efficient methods to optimize patterns of both the
transmit HIS and the receive HIS. Section V numerically
demonstrates the solution and evaluates its performance in
different settings. Finally, Section VI concludes the paper.

Throughout the paper, we use boldface lower-case and
upper-case letters for vectors and matrices, respectively. The
maximal eigenvalue of the matrix A is denoted by λmax(A).
The ℓ2 norm, Frobenius norm, conjugate operation, transpose,
Hermitian transpose, and stochastic expectation are written as
∥ · ∥2, ∥ · ∥F , (·)∗, (·)T , (·)H , and E(·), respectively. We use
IN to denote an N -dimensional identity matrix.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. HISAC Transceiver Architecture

As shown in Fig. 1, we consider multi-user communication
and multi-target sensing with the assistance of HISs. We
introduce an HISAC system consisting of a transmit HIS PS
and a receive HIS PR. The aperture size for both HISs is
AT = LxLy , where Lx and Ly are the lengths along x-
axis and y-axis, respectively. Specifically, PS sends signals to
perform multi-target sensing and communicate to K single-
antenna users simultaneously, while PR receives the radar
echoes from M targets. The structure of the HISAC transceiver
operation is depicted in Fig. 2. The communication data
streams and sensing streams are modulated into the transmit
pattern at PS . Similarly, the echoed signals from M targets are
received by PR, and then demodulated by M receive patterns.

Let x = [cT , sT ]T , where c = [c1, .., cK ]T ∼ CN (0, IK)
and s = [s1, .., sM ]T ∼ CN (0, IM ) are communication data
streams and sensing streams, respectively. Correspondingly,
the transmit pattern at point p of the surface is defined as
ρ(p) = [ρ1, ..., ρK+M ]H . The pattern generated by the com-
munication data streams is given by jc(p) =

∑K
k=1 ckρk(p)

[19]. Similarly, the pattern generated by the sensing streams is

𝒫𝒫𝑆𝑆 𝒫𝒫𝑅𝑅

Communication user 1

Communication user K

Target 1

Target M

x

y

z
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Fig. 1. The geometry of the HISAC system.
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Fig. 2. Illustration of the proposed HISAC transceiver structure.

given as jr(p) =
∑M
m=1 smρK+m(p). The combined pattern

at PS is given by

j(p) =

K∑
k=1

ckρk(p) +

M∑
m=1

smρK+m(p) = ρH(p)x. (1)

Similar to the transmit end, the received signal is filtered
by a set of receive patterns τ = [τ1, ..., τM ]H at PR to extract
the target information.

The main purpose of the HISAC system design is to
achieve maximal sensing performance while ensuring mul-
tiuser communication. To support multi-target sensing and
multi-user communication, both the transmit pattern ρ and
receive pattern τ need to be optimized. We consider SINR as
the performance metric of both communication and sensing,
described as follows.

B. Communications and Radar Performances

Let Gk(p) ≜ G (p′k, p) be the Green’s function from
the source p to the user k. Based on the principle of EM
propagation theory, the electric field in the space domain is
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determined by ρ over surface D. The received signal at user
k can be calculated by [35]

ek =jκZ0

∫
D

Gk(p)ρk(p)ckdp

+

K+M∑
i=1,i̸=k

jκZ0

∫
D

Gk(p)ρi(p)xidp︸ ︷︷ ︸
Interference

+vc, k = 1, ...,K,

(2)
where vc is the additive white Gaussian noise (AWGN) with
variance σ2

c , κ is the wavenumber, and Z0 is the wave
impedance in the free space. The communications SINR of
the k-th user is given by

ηc(ρ; k) =
E
(∣∣jκZ0

∫
D
Gk(p)ρk(p)ckdp

∣∣2)
E

(∣∣∣∑K+M
i=1,i̸=k jκZ0

∫
D
Gk(p)ρi(p)xidp

∣∣∣2)+ σ2
c

,

k = 1, ...,K.
(3)

In our considered HISAC system, both communication
data streams and radar streams are utilized to support multi-
target sensing since they are perfectly known by the PR.
Considering both transmit and receive patterns, the sensing
SINR is formulated in the following.

Let Gm(p) ≜ G (p′m, p) and G∗
m(p) ≜ G (pm, p

′) denote
the Green’s function from source p to m-th targets and from
the m-th targets to source p, respectively. The m-th target’s
echo at p′ is expressed as

ym(p′) = αmG
∗
m(p)em, m = 1, ...,M, p′ ∈ PR, (4)

where em = jκZ0

∫
D
Gm(p)ρ(p)xdp, and αm is the

backscattering intensity of the m-th target. For ease of presen-
tation and without loss of generality, each target’s backscat-
tering intensity is considered the same and ignored in the
following.

Similarly, the received field at PR is determined by τ over
surface D. Then, the received signal with respect to the l-th
target is given by

yl =

M∑
m=1

∫
D

τl (p
′) ym (p′) dp′ +

∫
D

τlvr (p
′) dp′

=el

∫
D

τl (p
′)G∗

l (p)dp
′ +

M∑
m=1,m̸=l

em

∫
D

τl (p
′)G∗

m(p)dp′︸ ︷︷ ︸
Interference

+

∫
D

τlvr (p
′) dp′, l = 1, ...,M,

(5)
where vr(p′), p′ ∈ D is the AWGN at PR with variance σ2

r .
Therefore, the corresponding sensing SINR is given by

ηr(ρ, τ ; l) =
E
(∣∣el ∫D τl (p′)G∗

l (p)dp
′
∣∣2)

E

(∣∣∣∑M
m=1,m̸=l em

∫
D
τl (p′)G∗

m(p)dp′
∣∣∣2)+ σ2

r

,

l = 1, ...,M.
(6)

C. Problem Formulation in Continuous Domain
From (3) and (6), both the sensing and communication

SINRs rely on ρ. Meanwhile, the sensing SINR is affected
by τ . Here, we aim to strike a performance trade-off between
sensing and communication in the proposed HISAC system.
Specifically, we propose to maximize the minimal sensing
SINR among multiple targets while guaranteeing the multi-
user communication SINR requirement. The resulting problem
w.r.t. the continuous pattern design is formulated as

max
ρ,τ

min
l=1,...,M

ηr(ρ, τ ; l), (7a)

s.t. ηc(ρ; k) ≥ Γc, k = 1, ...,K, (7b)∫
D

∥ρ(p)∥22dp ≤ PT , (7c)∫
D

∥τl(p′)∥22dp′ = 1, l = 1, ...,M. (7d)

The primary goal of (7) is to balance the sensing SINR
among radar targets, and (7b) is the communication constraint
for multiple users, where Γc represents the minimal required
communication SINR. Concerning power constraints, (7c) and
(7d) represent the power budget for the transmit pattern at PS
and the unit-power constraint for the receive pattern at PR,
respectively.

Due to the infinite dimension integrals in the objective
and constraints of the problem (7), classical beamforming
techniques for discrete-array-based ISAC systems are not
applicable. To address these infinite dimension functions in
problem (7), we develop a continuous-discrete transformation
inspired by the Fourier transform, detailed in the following
section.

III. CONTINUOUS-DISCRETE TRANSFORMATION

In this section, we describe the continuous-discrete trans-
formation to solve the challenging problem in (7). The key
idea is to use the Fourier transform to convert the pattern
from the continuous domain into a discrete wavenumber do-
main. Specifically, we formulate a comprehensive continuous-
discrete transformation for ρ, which is then applied to derive
the expressions for communication and sensing SINRs. Based
on this transformation, we approximate the continuous pat-
tern design in (7) into a joint transmit-receive beamforming
problem in the discrete domain.

A. Comprehensive Continuous-Discrete Transformation
Due to the continuity of pattern at HIS, we first transform

patterns into discrete domains. For an integrable ρ defined
over surface D, ρ(p) can be equivalently converted from the
space domain into the wavenumber domain as [35]

ρi(p) =

∞∑
n

wi,nΨn(p), i = 1, ...,K +M, (8)

where wi,n is the coefficient of the i-th pattern projected to
the n-th Fourier transform function Ψn(p). By substituting (8)
into (2), the electric field is represented by

e (p′) = jκZ0

K+M∑
i=1

∞∑
n

xiwi,nf
n
2D (Gp′) + vc, (9)
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where fn2D (Gp′) ≜
∫
D
G (p′, p)Ψn(p)dp is the Green’s func-

tion Fourier transform over surface D.
To overcome the integral functions in the pattern design,

we provide a closed-form expression for fn2D (Gp′) in the
following proposition.

Proposition 1: Let n = (nx, ny) denote the order along the
x-axis and y-axis, and (sx, sy) be a source point at the surface
D. Given the spatial Fourier transform function [19],

Ψn(p) =
1√
AT

e−j2π(
nx
Lx

(sx−Lx
2 ))e

−j2π
(

ny
Ly

(
sy−

Ly
2

))
, (10)

a closed-form expression for fn2D (Gp′) of the target (r, θ, ψ)
on the far-field is

fn2D (Gp′) =
ejκr
√
AT

4πr
ej(nx+ny)πsinc

(
κnx
Lx
2

)
sinc

(
κny
Ly
2

)
,

(11)
where κnx = κ

(
sin θ cosψ + λnx

Lx

)
and κny =

κ
(
sin θ sinψ + λ

ny

Ly

)
are wavenumbers along the x-axis and

y-axis, respectively.
Proof: See Appendix A.

The above proposition provides an explicit expression for
Green’s function Fourier transform on the far-field, which we
leverage to substitute the integral terms in communication and
sensing SINRs.

B. Representation of Communication and sensing SINRs

Based on the previous transformation, the communication
SINR can be described as follows. Combining (11) with (2),
the received signal at user k is calculated as

êk = jκZ0

K+M∑
i=1

∞∑
n

xiwi,nf
n
2D (Gk) + vc, k = 1, ...,K.

(12)
According to [12], [35], the channel gain

∑∞
n fn2D (Gk)

within the band of [−κ, κ] dominates the radiation power over
the Fourier wavenumber domain. Based on Proposition 1, the
wavenumber (κnx , κ

n
y ) is determined by the Fourier expansion

order n = (nx, ny). Thus, when the corresponding wavenum-
bers of the truncation order N satisfy κnx ≥ κ and κny ≥ κ, the
Fourier series fn2D (Gk) can be approximated up to the N -th
order, comprising vector

fk = [f12D (Gk) , ..., f
N
2D (Gk)]

H , k = 1, ...,K. (13)

For convenience, we also collect the coefficients of the i-th
pattern into a vector (beamformer)

wi = [wi,1, ..., wi,N ]H , i = 1, ...,K +M. (14)

Then, the beamforming matrix W of the whole pattern is

expressed by
W = [W c,W r], (17)

where W c ≜ [w1, ...,wK ] and W r ≜ [wK+1, ...,wK+M ]
are the beamforming matrices for communication data streams
and sensing streams, respectively. By combining equations
(12), (13), (14), and (17), we approximate the received signal
at the k-th user as

Ek =jκZ0f
H
k wkck +

K∑
i=1,i̸=k

jκZ0f
H
k wici︸ ︷︷ ︸

Multi−user Interference

+ jκZ0f
H
k W rs︸ ︷︷ ︸

Sensing Interference

+vc, k = 1, ...,K.

(18)

Therefore, the SINR at the k-th user is expressed by (15).
Similar to the transmit end, the receive pattern in the

continuous space domain is converted into the discrete Fourier
domain by τl(p

′) =
∑∞
n ql,nΦn(p), where ql,n is the coeffi-

cient of the l-th receive pattern projected to Φn(p). We confine
the Fourier series gn2D (G∗

m) over surface PR to the N -th
order and comprise vector g∗

m = [g12D (G∗
m) , ..., gN2D (G∗

m)]H .
The coefficients of the l-th pattern are collected into a vector
ql = [ql,1, ..., ql,N ]H . Combining (11) with (5), the received
echo w.r.t. the l-th target is approximated as

Yl = jκZ0q
H
l GlWx︸ ︷︷ ︸

Target echo

+

M∑
m=1,m ̸=l

jκZ0q
H
l GmWx︸ ︷︷ ︸

Interference echo

+ qHl vr︸ ︷︷ ︸
Beamformer Noise

, l = 1, ...,M,

(19)

where Gm = gmgHm, and vr ∼ CN
(
0, σ2

rIN
)

is the Fourier
transform of vr over surface D.

With unit-power beamformer ql at PR, the corresponding
sensing SINR w.r.t. the l-th target is then expressed as (16).

C. Problem Formulation in Discrete Domain

From (15) and (16), both the sensing and communication
SINRs are converted into the discrete domain and determined
by transmit beamformers in W and receive beamformers
collected in Q = [q1, ..., qM ]. The original problem in (7)
is converted from the continuous domain into the discrete
domain. Based on the transformation in Section III-A and trun-
cation in Section III-B, the resulting approximated problem
w.r.t. the joint transmit-receive beamforming can be formulated

ηc(W ; k) =
fHk wkw

H
k fk

fHk WWHfk − fHk wkwH
k fk +

σ2
c

κ2Z2
0

, k = 1, ...,K. (15)

ηr(W , ql; l) =
qHl GlWWHGH

l ql

qHl

(∑M
m=1 GmWWHGH

m −GlWWHGH
l

)
ql +

σ2
r

κ2Z2
0

, l = 1, ...,M. (16)
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as

max
W ,Q

min
l=1,...,M

ηr(W , ql; l), (20a)

s.t. ηc(W ; k) ≥ Γc, k = 1, ...,K, (20b)

∥W ∥2F ≤ PT , (20c)

∥ql∥22 = 1, l = 1, ...,M, (20d)

where ηr(W , ql; l) and ηc(W ; k) are defined by (16) and (15),
respectively. In [19], the authors provide a methodology for
computing the physical radiation power for a given surface
configured by multiple patterns. The total transmit power of
transmit patterns can be upper-bounded by [19]∫

D

∥ρ(p)∥22dp = ∥W ∥2F ≤ PT . (21)

In (20d), the unit-power requirement for receive beamformers
at PR is indicated.

Due to the non-convex max-min objective function and
coupled optimized variables in objective and constraints, (20)
is non-convex and challenging to solve. To circumvent the
difficulties, we develop an efficient AO algorithm to address
the joint transmit-receive beamforming in the HISAC system.
Specifically, the ABS is proposed to accelerate the conver-
gence of the SDR-based bisection search in the transmit beam-
forming, and a Rayleigh quotient-based method is developed
for the receive beamformer design.

IV. JOINT TRANSMIT-RECEIVE BEAMFORMING IN HISAC
SYSTEM

We begin with introducing the transmit HIS beamform-
ing in Section IV-A, which we then utilize to design the
receive beamforming with fixed transmit beamforming in
Section IV-B.

A. HIS Transmit Beamforming with Fixed Receive Beamform-
ing

In this section, we optimize the transmit beamforming
matrix W with fixed receive beamforming matrix Q. In
particular, we propose a SDR-based algorithm to obtain the
optimal solution of (20) iteratively. Then, we develop an ABS
method to efficiently accelerate the convergence speed.

1) SDR-Based Algorithm: For the convenience of analysis,
we rewrite the SINR of the sensing and communication in
terms of the covariance matrix R, represented by

ηc(R; k) =
fHk Rkfk

fHk (R−Rk)fk +
σ2
c

κ2Z2
0

, k = 1, ...,K,

ηr(R; l) =

qHl GlRGH
l ql

qHl

(∑M
m=1 GmRGH

m −GlRGH
l

)
ql +

σ2
r

κ2Z2
0

,

l = 1, ...,M,

(22)

where Rk = wkw
H
k and R = WWH . With the given receive

beamformer Q = [q1, ..., qM ], we propose to maximize the
minimal sensing SINR by optimizing the total covariance

matrix R and its sub-element Rk. Then, the transmit beam-
forming design problem is rewritten as

max
R,R1,...,RK

min
l=1,...,M

ηr(R; l), (23a)

s.t. ηc(R; k) ≥ Γc, k = 1, ...,K, (23b)
R ⪰ 0, (23c)
Rk ⪰ 0, k = 1, ...,K, (23d)

R−
K∑
k=1

Rk ⪰ 0, (23e)

tr(R) ≤ PT , (23f)
rank(Rk) = 1, k = 1, ...,K. (23g)

The transmit beamforming design problem outlined above
is still non-convex. To deal with it, we first omit the rank-
one constraints and transform (23) into a series of feasibility-
checking [39] sub-problems by SDR as

max
R,R1,...,RK ,Γr

Γr, (24a)

s.t. ηr(R; l) ≥ Γr, l = 1, ...,M, (24b)
ηc(R; k) ≥ Γc, k = 1, ...,K, (24c)
R ⪰ 0, (24d)
Rk ⪰ 0, k = 1, ...,K, (24e)

R−
K∑
k=1

Rk ⪰ 0, (24f)

tr(R) ≤ PT , (24g)

where Γr is an auxiliary variable to replace the minimal
sensing SINR in the objective function.

Due to the fractional terms in constraints (24b) and
(24c), the above problem is still non-convex. Let U l,m =
GH
mqlq

H
l Gm, F k = fkf

H
k . By fixing Γr and rearranging

(24b) and (24c) as

(1 + Γ−1
r )tr (U l,lR)−

M∑
m=1

tr (U l,mR) ≥ σ2
r

κ2Z2
0

, (25)

and
(1 + Γ−1

c )tr (F kRk)− tr (F kR) ≥ σ2
c

κ2Z2
0

, (26)

respectively. (24) becomes a convex semidefinite programming
(SDP) feasibility-checking problem and can be solved by off-
the-shelf toolbox such as CVX [40]. By providing a potential
range for Γr that contains the optimal Γ∗

r , (24) can be solved
by checking its feasibility with Γr being chosen in a bisection
manner. Specifically, we perform a bisection search over the
interval [Γr,start,Γr,end], as shown in Algorithm 1.

Suppose the optimal solution R̂1, ..., R̂K of (24) are exactly
rank-one. In that case, the relaxation used in SDR is tight,
i.e., the solution to (24) coincides with the original non-
convex problem (23). If the rank-one requirement is not
fulfilled, the following proposition enables us to reconstruct
the rank-one solution for the original problem and generate the
communication beamformer Ŵ c = [ŵ1, ..., ŵK ] and sensing
beamformer Ŵ r, respectively.

Proposition 2: Let R̂1, ..., R̂K , R̂ be the optimal solution
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Algorithm 1 Bisection Search with SDR
Input: Γc.

1: Determine Γr,start = 0, Γr,end =
κ2Z2

0PTAT

σ2
r

.
2: repeat
3: Update Γr ← 1

2 (Γr,strat + Γr,end).
4: Solve (24) by checking its feasibility with Γr. If (24)

is feasible, Γr,start ← Γr; otherwise Γr,end ← Γr.
5: until Γr,end − Γr,start ≤ ϵ1
6: Update the minimal sensing SINR as Γr,start.
7: Calculate R,R1, ...,RK by solving (24) with Γr,start.

Output: R,R1, ...,RK .

of (23), each entry of the communication beamforming matrix
Ŵ c is calculated by

ŵk =
(
fHk R̂kfk

)− 1
2

R̂kfk, k = 1, ...,K, (27)

and the beamforming matrix Ŵ r for multi-target sensing is
choosing by

Ŵ rŴ
H

r = R̂−
K∑
k=1

R̂k. (28)

The optimal solution R̄1, ..., R̄K for (20) is reconstructed as
R̄k = ŵkŵ

H
k , for k = 1, ...,K, which is exactly rank-one

and optimal.
Proof: See Appendix B.

It is noteworthy that, for different HISAC system setups,
the dynamic searching range for potential values of feasible
Γr changes rapidly, leading to high overhead. To overcome
this challenge, we propose an ABS method which is detailed
in the following, which provides a refined/shrunk searching
range for Γr to accelerate the convergence of Algorithm 1.

2) Adaptive Bisection Searching Method: The main con-
cept of ABS is to find a smaller range for feasible Γr, thereby
accelerating convergence. For convenience, we rewrite the
constraint (25) with an indicator t, given by

(1 + Γ−1
r )tr (U l,lR)−

M∑
m=1

tr (U l,mR)− σ2
R ≥ t, (29)

where the equivalent noise is represented by σ2
R =

σ2
r

κ2Z2
0

. The
objective function in (24) is then converted into finding the
maximal t under the fixed Γr, which satisfies the inequality
in (29). Subsequently, we employ the indicator t to evaluate
the feasibility of the given Γr for the problem (24).

First, for the initial point of the ABS, we define the maximal
potential value of the Γr as Γr,start, satisfying

Γr,start =
PTAT
σ2
R

−KΓc, (30)

where PTAT

σ2
R

is the system’s upper bound in the absence of
interference-noise, and KΓc is interference from the multi-user
communication. Given Γr,start, (24) can be solved with SDPt3
[40], and the indicator t is computed by (29). Intuitively,
when t ≥ 0, the actual lower bound of the feasibility solution
surpasses the given Γr,start, whereas when t ≤ 0, the actual
lower bound of the feasibility solution falls below the given

Algorithm 2 Adaptive Bisection Searching Method
Input: Γc.

Initial point: Γr,start = PTAT

σ2
R
−KΓc.

1: while 1 do
2: Compute the indicator t with fixed Γr,start via (29).
3: If t ≥ 0, break; otherwise Γr,start ← Γr,start − Γc.
4: end while
5: Γr,end ← Γr,start + Γc.
6: while 1 do
7: Compute the indicator t with fixed Γr,end via (29).
8: If t ≤ 0, break; otherwise Γr,end ← Γr,end + Γc.
9: end while

10: Γr,start ← Γr,end − Γc.
Output: [Γr,start,Γr,end].

Γr,start. Consequently, with the guidance of t, a refined range
for Γr can be obtained by iteratively modifying the initial
Γr,start with steps Γr,start → Γr,start − Γc.

In addition, we define the end point of the potential range as
Γr,end = Γr,start+Γc, which should be checked with indicator
t. Similar to the initial point modification, when t ≥ 0, the
actual upper bound of the feasibility solution surpasses the
given Γr,end, indicating that Γr,end → Γr,end + Γc. After
multiple iterations, we obtain the refined dynamic searching
range for Γr, denoted as [Γr,start,Γr,end]. The detailed steps
of ABS are summarized in Algorithm 2.

Finally, combined with a shrinked searching range obtained
by the proposed ABS approach, the SDR-based bisection
method in Algorithm 1 is employed to calculate the solution
to the problem (24), with t serving as the solution indicator.
Once the search range meets Γr,end−Γr,start ≤ ϵ1 and t ≥ 0,
the iterative algorithm ends to obtain the optimal solution
R,R1, ...,RK , which we then utilize to calculate the transmit
beamformer W via (27) and (28).

B. HIS Receive Beamforming with Fixed Transmit Beamform-
ing

For a given transmit beamforming matrix W , in order to
maximize the minimal sensing SINR among all targets, (20)
is converted to

max
Q

min
l=1,...,M

ηr(ql; l), (31a)

s.t. ∥ql∥22 = 1, l = 1, ..,M. (31b)

The receive beamforming design is still non-convex due to
the fractional terms in the objective function. To tackle this
problem, we propose a generalized Rayleigh quotient-based
method.

First, since the optimization for each receive beamformer ql
w.r.t. the l-th target is independent of sensing SINR of other
targets, (31) can be decoupled into M sub-problems, i.e.,

max
ql

qHl Alql

qHl (A−Al) ql +
σ2
r

κ2Z2
0

, (32a)

s.t. ∥ql∥22 = 1, (32b)
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where Al = GlWWHGH
l and A =

∑M
m=1 GmWWHGH

m.
Then, we have the following lemma based on the generalized
Rayleigh quotient [41], [42].

Lemma 1: The objective function in problem (32) can be
equivalently written as

max
ql

qHl Bql
qHl Cql

, (33)

where B = Al and C = A − Al + I
σ2
r

κ2Z2
0

. It is obvious
that, for any given beamformer ql, we have the following
results: qHl Bql ≥ 0, qHl Cql > 0. Therefore, B ⪰ 0 and
C ≻ 0 are positive semidefinite and positive definite matrices,
respectively. Further, both B and C are apparently Hermitian
matrices, thereby converting problem (32) into a generalized
Rayleigh quotient maximization problem (33). Based on the
Rayleigh quotient theory [41], [42], the optimal solution of
(33) is given by

C−1Bv = λmax
(
C−1B

)
v, (34)

where λmax
(
C−1B

)
is the maximal eigenvalue of C−1B,

and v is the corresponding eigenvector.
Based on Lemma 1, the optimal receive beamformer

ql is given by v. The corresponding sensing SINR is
λmax

(
C−1B

)
.

We summarize the entire process of the proposed AO-
based joint transmit-receive beamforming for HISAC system
in Algorithm 3.

Algorithm 3 AO-Based Joint Transmit-Receive Beamforming
for HISAC System
Input: Γc.

1: repeat
2: Determine (Γr,start,Γr,end) via Algorithm 2.
3: repeat
4: Update R,R1, ...,RK via Algorithm 1.
5: until Γr,end − Γr,start ≤ ϵ1
6: Update W via (27) and (28).
7: Update ql via (34).
8: Update the minimal sensing SINR Γ∗

r .
9: Update Γr,start ← Γ∗

r .
10: until

∣∣∣Γ∗(i)
r − Γ

∗(i−1)
r

∣∣∣ < ϵ2
Output: W , Q.

Specifically, the transmit beamformers and receive beam-
formers are updated alternately until a given conver-
gence tolerance between two iterative steps is met, i.e.,∣∣∣Γ∗(i)
r − Γ

∗(i−1)
r

∣∣∣ < ϵ2, where Γ
∗(i)
r and Γ

∗(i−1)
r denote the

minimal sensing SINR in (i)-the and (i − 1)-th iterations,
respectively.

V. NUMERICAL RESULTS

In this section, we provide numerical results to evaluate the
performance of our proposed HISAC system and validate the
effectiveness of the proposed algorithms.

𝒫𝒫𝑅𝑅𝒫𝒫𝑆𝑆

x

y

z

𝐿𝐿𝑥𝑥

𝐿𝐿𝑦𝑦

𝜓𝜓

𝜃𝜃

Fig. 3. Illustration of the proposed HISAC simulation scenario.

A. Simulation Setup

Without specified otherwise, the simulation parameters are
summarized in Table. I, and the geometry of the simulation
scenario is illustrated in Fig. 3. The PS and PR are located
in the XOY plane adjacently. Simultaneously, all commu-
nication users and radar targets are located on the far-field
radiation region of the HIS, represented by polar coordinates.
Additionally, to underscore the superiority of the proposed
HISAC system, we utilize the discrete array counterpart, where
antennas are deployed with half-wavelength spacing, as a
baseline.

TABLE I
THE BASIC SIMULATION PARAMETERS

Parameters Value
Center frequency 2.4 GHz

Aperture size AT = 0.5× 0.5 m2

Transmit power budget PT = 100 mA2

Position of the 1-th user (30◦, 180◦)
Position of the 2-th user (30◦, 270◦)
Position of the target 1 (30◦, 90◦)
Position of the target 2 (30◦, 45◦)

Γc 5 dB

Remark 1: Compared to the HIS, we assume the discrete-
array-based system consists of discrete patches (isotropic
source) with half-wavelength inter-distance. The aperture size
of the discrete array remains the same as the HIS, allowing
D = DxDy = Lx

λ/2
Ly

λ/2 antennas to be optimized. According
to [43], the efficient aperture size of the isotropic source
is given by λ2

4π . Therefore, the maximal radiation power of
the discrete array with D elements can be calculated as
PTAT

π . Based on this setup, compared to the HISAC system,
the round-trip performance degradation of the discrete array
counterpart is 1

π2 .

B. Performance Evaluation

1) Algorithm Convergence: First, we study the convergence
of the AO-based approach in Algorithm 3 and the SDR-
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Fig. 4. Illustration of algorithm convergence. (a) Convergence of Algorithm 1
with ABS and without ABS. (b) Convergence of the indicator t.

based method in Algorithm 1 with ABS acceleration in Al-
gorithm 2. In particular, Algorithm 3 converges within two
steps, demonstrating its efficacy and robustness. Fig. 4(a)
presents the convergence trends of the SDR-based method
with ABS and without ABS acceleration. We can see that,
with the proposed ABS in Algorithm 2, the search range
of Γr is shrunk, accelerating the convergence of the SDR-
based bisection search in Algorithm 1. Specifically, under
a given convergence tolerance, the proposed algorithm con-
verges within 11 steps, while the algorithm without ABS
requires another 6 steps to reach its convergence. To evaluate
the impact of the indicator t on the proposed algorithm’s
convergence, Fig. 4(b) shows the convergence trend of the
indicator t. As can be seen, the indicator t converges to 0,
implying the optimal solution to (24) is found. Specifically,
when t > 0, the potential value Γr is feasible but not optimal;
when t < 0, the potential value Γr is infeasible. If and only
if t→ 0, the solution of (24) converges to the optimal value.
Therefore, the minimal sensing SINR oscillates and converges
to the maximal value after multiple iterations.

2) Multi-User Single-Target Scenario: We evaluate the
performance gain of our proposed HISAC system with its
discrete array counterpart and verify the effectiveness of the
AO algorithm by visualizing the transmit beams. For compar-
ison, the upper bound of sensing performance in the HISAC
system is defined as the sensing SINR without communication
interference, which can be calculated by PTAT

σ2
R

via (30).
In Fig. 5, we evaluate the sensing SINR versus the maximal

transmit power PT for different ISAC configurations. We
observe that our proposed HISAC system outperforms the
discrete array counterpart in the considered range of power
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Fig. 5. Sensing SINR versus the power budget PT .

budget. Moreover, with sufficiently large transmit power, the
proposed system exhibits a 9.5 dB sensing SINR improvement
compared to the discrete-array-based ISAC system. The reason
is that, under the same physical aperture size, the efficient
size of the discrete array is smaller than that of HIS, leading
to insufficient power radiation and receiving. As stated in
Remark 1, the round-trip radiation power degradation com-
pared to HIS is π2, resulting in the sensing SINR undergoing
9.94 dB. Therefore, with the fulfilling capture of the HIS ra-
diation, the performance gain of the HISAC system compared
to the discrete array will stabilize around π2 → 9.94 dB.

To explore the impact of aperture size on the HISAC
system, we evaluate the sensing SINR versus the aperture
area AT in Fig. 6, where the transmit HIS always remains
a square with Lx = Ly =

√
AT . As can be seen, the radar
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Fig. 6. Sensing SINR versus the aperture size AT of the transmit HIS.

performance improves with the increase of the aperture size,
and the sensing SINR of our proposed HISAC system exhibits
a progressive enhancement as the Fourier expansion order
N increases outperforming its discrete array counterpart even
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Fig. 7. HIS beampatterns for target 1. (a) Transmit beampattern. (b) Receive
beampattern.

when N is moderately large. However, if the Fourier expansion
order is too small and insufficient to capture the HIS radiation
characteristics, the radar performance will degrade severely at
the large aperture size region, potentially becoming worse than
its discrete array counterpart.

In Fig. 7(a) and Fig. 7(b), we illustrate the transmit and
receive beampatterns of the HIS and that of the discrete array
at θ = 30◦ plane, respectively. Based on these normalized
beampatterns, we study the beampattern gain between the HIS-
based and discrete-array-based system. As can be seen, in the
transmit phase, as the Fourier expansion order N increases, the
beamwidth of the HIS’s transmit beampattern tightens, where
the peak power reaches its maximum until the N is sufficient
for characterizing the HIS radiation. Meanwhile, the peak
value of the transmit beampattern based on the discrete array
demonstrates 4.9 dB degradation compared to HIS, which
agrees with π. In addition, for the receive beampattern w.r.t.
target 1, the peak value of the HIS’s beampattern outperforms
that of the discrete array with a 9.7 dB enhancement. As
a result, the sensing SINR for target 1 can be significantly
improved after the receive beamforming under the proposed
HISAC transceiver architecture. The reason is that both the
HIS’s transmit and receive beamformer are optimized at the
receiver side, leading to the overall sensing SINR improvement
in our proposed architecture.

In Fig. 8, we explore the sensing SINR under varying
communication SINR requirement. Specifically, we evaluate
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Fig. 8. Sensing SINR versus communication SINR threshold Γc.

sensing SINR versus different communication threshold Γc.
The physical aperture size is AT = 0.6 × 0.6 m2 to demon-
strate the superior sensing SINR difference between Fourier
expansion order N and its discrete array counterpart. A clear
trade-off between sensing and communication is presented,
in which the sensing SINR decreases as the communication
SINR requirement increases. In addition, we observe that
our proposed HISAC system shows robustness compared to
the discrete array system, possessing more significant sensing
performance gain with higher communication SINR threshold.
Specifically, as Γc increases, the sensing SINR gain of the
HISAC system over the discrete array-based ISAC system in-
creases from 7.4 dB to 15.6 dB, demonstrating the advantages
of incorporating HIS into ISAC systems.

3) Multi-User Multi-Target Scenario: An additional radar
target positioned at (30◦, 45◦) is introduced in the multi-
user multi-target scenario. In Fig. 9, we compare the minimal
sensing SINR among radar targets for different Fourier ex-
pansion order N versus PT . As observed, due to inter-target
interference, the sensing SINR undergoes a 3 dB degradation,
compared to the interference-free upper bound. Nevertheless,
our proposed HISAC system still outperforms its discrete
array counterpart with 9.7 dB sensing SINR enhancement.
The insight here is that the number of radar targets will
not affect the sensing SINR enhancement between the HIS
and the discrete array. This is because the radiation power
of both architectures is independent of the number/directions
of targets. Therefore, when the Fourier expansion order N is
sufficient, our system can still achieve power gain around π2.

In Fig. 10, we illustrate the normalized transmit and receive
beampatterns at θ = 30◦ plane to demonstrate the impact
of multi-target sensing on the minimal sensing SINR. As
observed in Fig. 10(a), the main lobe of the HIS transmit
beampattern is split into two main lobes with the same peak
level. Compared to the discrete array, the transmit beampattern
of HIS exhibits a 4.9 dB enhancement in each direction of
targets. As can be seen in Fig. 10(b), the receiving beam-
forming strengthens the beampattern’s peak values in the
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Fig. 9. Minimal sensing SINR versus the power budget PT .

directions of targets while suppressing those of the clutters
(targets located in other directions) deeply. Specifically, for
the receive beamforming w.r.t. target 1, the direction w.r.t.
target 1 is enhanced while the direction w.r.t. target 2 is
suppressed and vice versa. Note that the peak value of HIS
still maintains an enhancement around 9.7 dB compared to
the discrete array, regardless of the directions of the receive
beamforming. Therefore, our proposed algorithm is efficient
in addressing the multi-user multi-target scenario and indicates
that the sensing SINR improvement is attributed to the efficient
aperture and is independent of the directions of targets.

VI. CONCLUSIONS

This paper introduced a novel concept to ISAC systems
by proposing the HISAC system. Through the continuous-
aperture array fabrication of both transmitter and receiver,
the HISAC system presented unique challenges in design. To
address these challenges, a continuous-discrete transformation
technique based on the Fourier transform was employed,
facilitating the conversion of continuous pattern design into
discrete beamforming design. Subsequently, a joint transmit-
receive beamforming optimization problem was formulated
to balance multi-target sensing performance with multi-user
communication requirements. An AO-based algorithm was de-
veloped to efficiently tackle the non-convex optimization prob-
lem with coupled variables. Numerical results demonstrated
superior performance compared to traditional discrete-array-
based ISAC systems, achieving significantly enhanced sensing
capabilities while maintaining predetermined communication
performance levels.

APPENDIX

A. Proof of Proposition 1

The expression of the scalar Green’s function on the far-field
is given by

G(r, s) =
ejκ∥r−s∥

4π∥r− s∥
, (A.1)

where r and s are positions of the point target and source,
respectively. Let r = (r, θ, ψ) denote the position of p′ in the

Spherical coordinate, and s = (sx, sy) be a source point at the
surface in the Cartesian coordinate. The Euclidean distance in
the Cartesian coordinate system is calculated as

∥r− s∥

=

√
(r sin θ cosψ − sx)2 + (r sin θ sinψ − sy)2 + r2 cos θ

≈ r − sin θ (sx cosψ + sy sinψ) .
(A.2)

By substituting (A.2) into (A.1), the Green’s function on the
far field is approximated as

Gp′ =
ejκr

4πr
e−jκsx sin θ cosψe−jκsy sin θ sinψ. (A.3)

Combining (A.3) and (9), the Green’s function Fourier trans-
form fn2D (Gp′), is given by

fn2D (Gp′) =

∫
D

ejκr

4πr
e−jκsx sin θ cosψe−jκsy sin θ sinψΨn(p)dp,

(A.4)
where we decompose the n-th order n = (nx, ny) along the
x-axis and y-axis, the Fourier transform function Ψn(p) is
rewritten as

Ψn(p) =
1√
AT

e−j2π(
nx
Lx

(sx−Lx
2 ))e

−j2π
(

ny
Ly

(
sy−

Ly
2

))
.

(A.5)

Let κnx = κ
(
sin θ cosψ + λnx

Lx

)
and κny =

κ
(
sin θ sinψ + λ

ny

Ly

)
denote the wavenumbers along

the x-axis and y-axis, respectively. Combining (A.4) with
(A.5), the Green’s function Fourier transform for arbitrary
position (r, θ, ψ) is calculated as follows:

fn2D (Gp′) =
ejκr

4πr
√
AT

ej(nx+ny)π∫
Lx

e−jκxsxdsx

∫
Ly

e−jκysydsy

=
ejκr

4πr
√
AT

ej(nx+ny)π

[
e−jκ

n
xsx

−jκnx

]Lx
2

−Lx
2

[
e−jκ

n
y sy

−jκny

]Ly
2

−Ly
2

=
ejκr

4πr
√
AT

ej(nx+ny)π

Lx sin
(
κnx

Lx

2

)
knx

Lx

2

Ly sin
(
κny

Ly

2

)
kny

Ly

2

=
ejκr
√
AT

4πr
ej(nx+ny)πsinc

(
κnx
Lx
2

)
sinc

(
κny
Ly
2

)
.

(A.6)
Finally, we get an expression of the Green’s function Fourier
transform for arbitrary position (r, θ, ψ):

fn2D (Gp′) =
ejκr
√
AT

4πr
ej(nx+ny)π

sinc

(
κnx
Lx
2

)
sinc

(
κny
Ly
2

)
.

(A.7)

This concludes the proof.
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Fig. 10. HIS beampatterns for multi-target. (a) Transmit beampattern. (b) Receive beampattern.

B. Proof of Proposition 2

Let R̂1, ..., R̂K , R̂ be the optimal solution of (23), each
entry of the communication beamforming matrix Ŵ c is cal-
culated by

ŵk =
(
fHk R̂kfk

)− 1
2

R̂kfk, k = 1, ...,K, (B.1)

and the beamforming matrix Ŵ r for sensing is choosing by

Ŵ rŴ
H

r = R̂−
K∑
k=1

R̂k. (B.2)

To show the beamforming solution Ŵ c and Ŵ r obtained
by using (B.1) and (B.2) are solutions of (23), we need to prove
that the reconstructed matrices R̄ = Ŵ cŴ

H

c + Ŵ rŴ
H

r ,
R̄k = ŵkŵ

H
k , for k = 1, ...,K, remain the same optimal and

satisfy all the constraints of problem (23).
First, since the objective function in (23) is only determined

by the optimal solution R̂, the objective function in (23)
satisfies. Obviously, the reconstructed matrices R̄1, ..., R̄K are
rank-one, satisfying (23g).

Then, we only need to prove that matrices R̄1, ..., R̄K ,
satisfy constraints (23b), (23c). According to (B.1), we have
the following equivalent formula,

fHk ŵkŵ
H
k fk = fHk

(
fHk R̂kfk

)−1

R̂kfkf
H
k R̂kfk

≡ fHk R̂kfk, k = 1, ...,K,
(B.3)

which indicates the SINR constraints (23b) for user commu-
nication are satisfied. Since the reconstructed solutions R̄k,
for k = 1, ...,K, satisfy fHk R̄kfk ≡ fHk R̂kfk ≥ 0, we have
R̄k ⪰ 0, ∀k, satisfying (23c).

This concludes the proof.
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