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Abstract—Joint communications and sensing (JCAS) is en-
visioned as a key feature in future wireless communications
networks. In massive MIMO-JCAS systems, hybrid beamforming
(HBF) is typically employed to achieve satisfactory beamforming
gains with reasonable hardware cost and power consumption.
Due to the coupling of the analog and digital precoders in HBF
and the dual objective in JCAS, JCAS-HBF design problems
are very challenging and usually require highly complex algo-
rithms. In this paper, we propose a fast HBF design for JCAS
based on deep unfolding to optimize a tradeoff between the
communications rate and sensing accuracy. We first derive closed-
form expressions for the gradients of the communications and
sensing objectives with respect to the precoders and demonstrate
that the magnitudes of the gradients pertaining to the analog
precoder are typically smaller than those associated with the
digital precoder. Based on this observation, we propose a mod-
ified projected gradient ascent (PGA) method with significantly
improved convergence. We then develop a deep unfolded PGA
scheme that efficiently optimizes the communications-sensing
performance tradeoff with fast convergence thanks to the well-
trained hyperparameters. In doing so, we preserve the inter-
pretability and flexibility of the optimizer while leveraging data
to improve performance. Finally, our simulations demonstrate the
potential of the proposed deep unfolded method, which achieves
up to 33.5% higher communications sum rate and 2.5 dB lower
beampattern error compared with the conventional design based
on successive convex approximation and Riemannian manifold
optimization. Furthermore, it attains up to a 65% reduction in
run time and computational complexity with respect to the PGA
procedure without unfolding.

Index Terms—Joint communications and sensing, dual-
functional radar and communications, hybrid beamforming.

I. INTRODUCTION

Future wireless communications technologies such as evolv-
ing 6G systems will be required to meet increasingly demand-
ing objectives. These include supporting massive numbers of
static and mobile users, and enabling high-throughput low-
latency communications in an energy-efficient manner. In
addition to connectivity, 6G is expected to provide sensing and
cognition capabilities [1]. Various technological solutions are
expected to be combined to satisfy these demands [2]. The
millimeter-wave (mmWave) or Terahertz (THz) bands have
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been explored in this context [3], [4]. These bands provide
large available bandwidth, thus, overcoming the spectral con-
gestion of the conventional microwave and centimeter-wave
(cmWave) communications bands. They can also inherently
support high-resolution sensing [5].

To generate directional beams and to cope with the harsh
propagation profiles of high-frequency bands, wireless base
stations (BSs) will employ large-scale massive multiple-input
multiple-output (MIMO) arrays, typically implemented via
hybrid beamforming (HBF) architectures to meet cost, power,
and size constraints [6]]. Sensing capabilities can be enabled
by high-frequency massive MIMO transceivers designed for
dual communications and radar purposes [7|]. This emerging
concept of unifying communications and sensing is often
called integrated sensing and communications (ISAC) [8]], [9]]
or joint communications and sensing (JCAS) [10] which is the
term used herein. Our focus in this paper is on the design of the
transmitter for dual-functional radar-communications (DFRC)
systems.

Different forms of JCAS and DFRC systems have been
proposed in the literature. Broadly speaking, the existing
approaches can be classified based on their design focus [7],
[L1]. The first family of JCAS approaches are radar-centric,
which build upon existing radar technologies while extending
their operation to provide some communications capabilities,
though typically with limited communications rates. This is
often realized by integrating digital messages into the radar
waveforms via index modulation [12]-[[14] or by modulating
the radar sidelobes [[15]. The alternative communications-
centric approach aims at using conventional communications
signals for probing the environment [16], though typically with
limited sensing performance. The family of JCAS designs con-
sidered here employs joint designs, which enables balancing
between the communications and sensing functionalities.

The spatial degrees-of-freedom provided by MIMO signal-
ing can be exploited by JCAS systems based on joint designs,
facilitating co-existence and resource sharing by beamform-
ing [17]. However, the expected combination of JCAS sys-
tems operating at high frequencies using large-scale antenna
arrays, particularly based on HBF, substantially complicates
the beamforming design. Moreover, beamforming has to be
established anew on each channel coherence interval, which at
high frequencies can be on the order of less than a millisecond.
This motivates the design of HBF JCAS systems that meet the
requirements of both communications and sensing function-
alities with lower implementational complexity, which is the
focus of this paper.



A. Related Work

Transmit beamforming design for JCAS systems is the
focus of growing attention in recent literature [18[—[33].
Liu et al. [18] proposed two JCAS strategies for multiuser
MIMO systems with monostatic radar sensing where either
two separated sub-arrays or a shared array at the BS are
used. The shared array structure was demonstrated to give
more reliable radar performance. Li et al. in [[19] designed the
transmit covariance matrix so that the effective interference
power at the radar receiver is minimized. In [30]], Johnston et
al. developed radiated waveforms and receive filters, while
Wu et al. in [29] focused on optimizing data symbols to
improve signal orthogonality in space and time. The stud-
ies in [19]], [31]), [32] showed that large-scale arrays can
substantially mitigate the mutual interference between radar
and communications. Additional related works designed the
overall transmit waveform as a superposition of the radar
and communications waveforms [20]—[23]] or using constant-
modulus waveforms to achieve high energy efficiency at the
nonlinear power amplifiers [24]]-[28]]. These works consider
fully digital MIMO architectures, which are expensive in
terms of hardware and power consumption for high-frequency
massive MIMO transceivers, while the resulting design is
typically based on a complicated optimization procedure.

HBF architectures realize large-scale MIMO transceivers
in a cost-effective manner by delegating part of the sig-
nal processing to the analog domain. The most commonly
considered implementation is based on analog phase shifter
circuitry [6]], although alternative architectures employ vec-
tor modulators [34], metasurface antennas [35]], holographic
surfaces [36], or variable amplifiers [37]]. Recent works have
begun to explore HBF designs for JCAS [10], [38]-[49].
In particular, the work in [38]-[42]] focuses on optimizing
the radar performance under communications constraints. The
approaches in [38]], [42] minimize the mean squared error
between the transmit beampattern and a desired one subject
to communications signal-to-interference-plus-noise ratio and
data rate constraints, while alternative metrics were used in
[39]-[41]]. The studies in [43]] and [44] follow a different
design perspective that optimizes the communications per-
formance under radar constraints. In an effort to balance
the radar and communications performance, [45] proposed to
maximize the sum of the communications and radar signal-
to-noise ratios (SNRs), while [46] optimized a weighted sum
of the communications rate and radar beampattern matching
error, and [47], [SO] optimized the trade-off between the
unconstrained communications beamformers and the desired
radar beamformers. In [[10], Zhang et al. devised a multi-beam
approach that employed a fixed sub-beam for communications
and dynamic scanning sub-beams for the radar. Kaushik et al.
in [48]], [49]] considered the problem of RF chain selection to
maximize energy efficiency. While these works all consider
HBF design for JCAS, they employ optimization procedures
that are likely to be too lengthy to be implemented within
a coherence interval, and that tend to involve many hyper-
parameters whose tuning, which has a crucial effect on the
performance, is typically done manually.

A data-driven approach to HBF design that avoids solving
a complex optimization problem at runtime is to employ deep
learning tools [51]]. The work of [52] and [53] jointly learned
the beamformers along with the target detection mapping and
receiver processing in a deep end-to-end autoencoder model,
while focusing on fully digital MIMO with a single receiver.
Xu et al. [54] used deep reinforcement learning to design
sparse transmit arrays with quantized phase shifters for HBF
with a single RF chain, supporting a single user and while
operating in either the radar or communications mode. Elbir et
al. [55]] trained two convolutional neural networks to estimate
the direction to the radar targets, and considered a partially
connected HBF in which the elements in each subarray are
connected to the same phase shifter.

B. Motivations and Contributions

Employing deep learning for JSAC enables reliable HBF
designs to be carried out with low and fixed latency, un-
like optimization-based approaches. However, existing designs
employ deep neural networks (DNNs) based on black box
architectures designed for conventional deep learning tasks,
e.g., computer vision or pattern recognition. Consequently,
unlike model-based optimizations, they are not interpretable
and their training is often challenging and requires massive
data sets. Such deep networks are trained for a specific setup,
and deviations from that scenario, e.g., due to an increasing
in the number of communications receivers, typically involves
an architecture change and retraining. These limitations of
optimization- and deep learning-based designs can be allevi-
ated by model-based deep learning methodologies [56], and
particularly deep unfolding [57]. In deep unfolding, learning
tools are employed to enhance the operation of an iterative
optimizer that employs a fixed number of iterations [58]]. While
deep unfolding methods have recently been shown to notably
facilitate rapid HBF design for wireless communications [59],
[60], their application for JCAS has not yet been explored.

In this paper, we propose an HBF design for JCAS systems
based on deep unfolding. Our approach shares the inter-
pretability and flexibility of optimization-based designs, along
with low latency inference and the leveraging of data to im-
prove the deep learning performance. In particular, we model
the beamforming optimization problem using an objective that
accommodates a tradeoff between communications rate and
matching a desired radar transmit beampattern as in [18],
while bconstrained to the HBF architecture. We then formulate
a candidate iterative solver for the optimization problem
based on projected gradient ascent (PGA) with a dedicated
initialization. Finally, we force the iterative solver to operate
reliably within a fixed number of iterations by converting it
into a trainable discriminative machine learning model [61]],
whose trainable parameters are the hyperparameters of each
PGA iteration. We also propose a training scheme that tunes
these parameters using data in an unsupervised manner. Our
main contributions are summarized as follows:

¢ We propose a novel HBF design for JCAS transmission

based on deep unfolding of the PGA steps for optimizing
a given tradeoff between the communications rate and the
deviation from a desired transmit beampattern.
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Fig. 1. Illustration of the considered JCAS-HBF system.

e By deriving the gradients used by PGA in closed form,
we show that the magnitudes of the gradients of the ob-
jective with respect to the analog precoders are typically
smaller than those corresponding to the digital precoder.
Based on this observation, we alter PGA to improve the
convergence.

e We use deep learning tools to leverage data to tune
the hyperparameters of the modified PGA algorithm to
maximize the tradeoff objective within a given number of
iterations. By doing so, we preserve the interpretability
and flexibility of the optimizer while leveraging data to
improve performance.

o We extensively evaluate the proposed HBF design using
various simulation studies. We demonstrate the gains of
our proposed deep unfolded method in rapidly tuning
hybrid precoders while simultaneously achieving signif-
icantly improved communications and sensing perfor-
mance compared to the conventional iterative optimiza-
tion schemes, including PGA without unfolding and the
combined successive convex approximation (SCA) and
Riemannian manifold optimization (ManOpt).

C. Paper Organization and Notations

The rest of the paper is organized as follows. In Section [II}
we present the signal and channel models and the considered
design problems. Section details the proposed PGA and
unfolded PGA schemes for JCAS-HBF. Numerical results
are given and discussed in Section [[V] Finally, Section [V]
concludes the paper.

Throughout the paper, scalars, vectors, and matrices are
denoted by lower-case, boldface lower-case, and boldface
upper-case letters, respectively, while [Z]; ; is the (7,j)-th
entry of matrix Z. We denote by (-)" and (-)" the transpose
and the conjugate transpose operators, respectively, while |-|,
|-l and ||-||  respectively denote the modulus of a complex
number, the Euclidean norm of a vector, and the Frobenius
norm of a matrix. We use CN (i, 0?) to denote a complex
normal distribution with mean g and variance o2, while U|a, b]
denotes a uniform distribution over the range [a, b].

II. SIGNAL MODEL AND PROBLEM FORMULATION
A. Signal Model

We consider a MIMO JCAS system in which a single BS
equipped with IV antennas simultaneously transmits probing

signals to L sensing targets and data signals to K single-
antenna communications users (UEs), which then decode their
intended data streams. The BS employs a fully connected
HBF architecture with phase shifter-based analog precoder
F € CV*M and digital precoder W = [wy,Wo,..., Wg] €
CM*K  with power constraint |[FW|% = P,. Here, M
(K < M < N) represents the number of RF chains at the BS.
Let s = [s1,52,...,5K] € CE*! be the transmitted symbol
vector from the BS. Assuming that symbol s; and digital
precoding vector wy, are intended for UE £, the received signal
at UE k is given by

K
Y = hZFWkSk + hz ZFW@S@ + ng , (1)
L#£k noise

desired signal

inter-user interference
where nj, ~ CN(0,02) is additive white Gaussian noise, and
h;, € CV*! is the channel vector from the BS to UE k.
We adopt the extended Saleh-Valenzuela model [62]:

Q
by, =) agrale), @
q=1
where () is the number of propagation paths, o and ¢, are
the complex gain and angle of departure of the ¢-th path of the
channel to UE k, respectively. In 2)), a(¢,x) € CV*! denotes
the transmit array response vectors, given as [62f, [|63]]

1 . . T
a(¢qk> = 7\/ﬁ 1, eI sm(@m)7 . 7€J(N—1)7r 51n(¢qk)} 7 (3)

where we assume the deployment of a uniform linear array
with half-wavelength antenna spacing. The assumption of
a ULA is not strictly necessary, but it enables a simpler
interpretation of the beampattern.

B. Problem Formulation

Based on the signal model in (I)), the achievable sum rate
over all the UEs is given as

K 2
|hiFwy|

R= lo 1+ . 4
2o ( S E I+ cf) v
The covariance matrix of the transmit signal vector is
FWWH"F". Since the design of the beampattern is equivalent
to the design of the covariance matrix of the transmit signals,
the quality of the beampattern formed by the hybrid precoders

{F, W} can be measured by

T2 |[FWW'F" — @|7%, )

where ¥ € CN*N s the benchmark waveform matrix
obtained by solving the following radar beampattern design
problem [18]], [24]

T
minil‘}’lize Z laPq(0;) — a(6,)"®a(h,)|? (6a)

“ t=1
subject to  [¥],, = %, Vn (6b)
T -0,¥=0" (6¢c)

where {0;}7 , defines a fine angular grid of T angles
that covers the detection range [—7/2,7/2], a(6;) =
[1,edmsin) i (N=1)msin(00)] is the steering vector of the



transmit array, and « is a scaling factor [I8]. Constraint (6b)
ensures that the waveform transmitted by different antennas
has the same average transmit power [18]]. This problem is
convex and can be solved by standard tools such as CVX.
Similar to prior work, we focus on the radar transmit beam
constraints rather than the subsequent target detection and
position estimation. The approach can be used for monostatic
or multistatic radar setups.

We are interested in a JCAS-HBF design that maximizes the
system sum rate constrained by the radar sensing metric 7, the
transmit power budget, as well as the hardware constraints of
the analog beamformers:

maximize R (7a)
F,W

subject to  |[F]nm| = 1, Vn, m, (7b)

[EW|% = P, (7¢)

7 < 7o, (7d)

where constraint enforces the unit modulus of the ana-
log precoding coefficients, (7c) is the power constraint, and
guarantees that the formed beampattern closely matches
the benchmark a(6;)"¥a(f;). Problem (7) is nonconvex and
therefore challenging to solve. Specifically, it inherits the
constant-modulus constraints of HBF transceiver design [62]—-
[64] and the strong coupling between the design variables F
and W in the objective function (7a), power constraint (7d),
and the radar constraint (7d).

III. PROPOSED DESIGN

To address (7)), our main idea is to develop a multiobjective
learning framework based on the PGA approach. This enables
the simultaneous maximization of R and minimization of 7
via efficiently updating {F, W}. We first reformulate as
a multiobjective problem and develop the general PGA-based
iterative solver below. Then, we propose an unfolded PGA
algorithm to accelerate the convergence as well as to improve
the performance of the design by leveraging data to cope with
the non-convex nature of the problem.

A. PGA Optimization Framework
We begin by reformulating as

maximize R — wr (8a)
F,W
subject to (7B, (7¢). (8b)

This reformulation integrates constraint as a penalty term
in the objective function with a regularization factor w.
In principle, the coefficient w needs to be dictated by the
maximal beampattern deviation 7y. Here, we treat it as a given
hyperparameter and study its effect in the sequel.

In the case that the system employs the conventional fully
digital beamformer, can be solved via Riemannian man-
ifold optimization, as in [18]. However, as the analog and
digital precoders are cast as design variables in (7) and (8), the
design in [[18] is not readily applicable. We propose leveraging
the PGA method in combination with alternating optimization
(AO) to solve (). Specifically, in each iteration, F and W are
solved in an AO manner, i.e., one is solved while the other is

kept fixed. The solutions to F and W are then projected onto
the feasible space defined by and via normalization.

Specifically, for a fixed W, F can be updated at the (i+1)-
th iteration via projected gradient ascent steps, i.e.,

Fy = F) + p) (VPR — wVET) ©)

F=F()’

[F(H»l)}nm

[F(Z+1)}nm = | ) Vn7m7 (]O)

[F(i+1)}n'm|
where Vx f is the gradient of a scalar-value function f with
respect to a complex matrix X. Similarly, given F, W can be
updated at iteration ¢ + 1 as:

W(i+1) = W(i) + /\(i) (VwR — wVwr) ’ ,

=W
PeW i1y

[ i1y Wi || 2
In this scheme, the closed-form gradients of R and 7 with
respect to F and W are required. We derive these in the
following theorems.

Theorem 1: The gradients of R with respect to F and W
are given by (I3) and (1), respectively, where

AV A WWH c (CMXM, VE A WEW]? c (CMX]\/[, (15)

I:Ik A hkhz e (CN><N7 I:Ik L FHI:IkF c (CM><M7 (16)
and Wy, € CM*K s obtained by replacing the k-th column
of W with zeros.

Proof: See Appendix [A] O

Theorem 2: The gradients of 7 with respect to F and W
are respectively given as

Ver = 2FWWHFY — ) FWW", (17)
Vwr = 2F"(FWW'F" — &)FW. (18)

Proof: See Appendix O

With the derived gradients, the update rules (9) and (TI)) are
readily applied to obtain {F, W}. However, we found that
such a straightforward application often yields poor conver-
gence. This is because the gradients of IR and 7 with respect
to F and W are significantly different in magnitude, which
affects their contributions to maximizing R and minimizing
7 at each iteration. Furthermore, recall that we are interested
in fast solution for {F, W}, i.e., within a limited number of
iterations. Consequently, the step sizes {1y, Ay} in ©) and
(TT)) are critical factors affecting the performance achieved by
the PGA method, and determining them is nontrivial. While
line search and backtracking [65]] can be employed to tune the
step sizes at runtime, this would require excessive time and
high computationalcomplexity since an additional optimization
procedure must be tackled for each iteration. To improve
convergence of the PGA procedure in (@) and (II) while
enabling rapid tuning of the hybrid precoders, we first propose
improved updating rules for F and W (Section [[II-B)), and
then leverage data to tune the hyperparameters (step sizes) by
incorporating them into a deep unfolded model (Section [[II-C).

(1)

Wi = (12)

B. Proposed Improved PGA Procedure

We first analyze the unbalanced gradients of R and 7 with
respect to F' and W in the following remark.
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Fig. 2. Comparison of the magnitudes of Vg R, Vw R, Vg7, and Vw7
with N € [4,128], K = M =4, and SNR = 12 dB.
Remark I1: In (O) and (TI), the gradients Vg7 and VwT
generally have significantly different magnitudes for large IV:

VET] | < IVWT]l (19)
forn=1,....Nym=1,....M,and k=1,... K.

The comparison in (T9) can be explained by the fact that the
elements of F are on the unit circle, and hence F"F ~ NI,
for large N since the diagonal elements are the result of a
“coherent” sum of terms while the off-diagonal terms are not
[63], [66]. Thus, from and (I8), we have

VrT & 2NFWW"WW" — 20FWW" (20)
VwT ~ 2N*WW"W — 2F"UFW 21
when N is large. If P; is fixed and the magnitudes of the
entries of W and W are independent of N, |[Vg7]nm| and

|[VwT]mk| increase with a rate proportional to N and N2,
respectively. However, it noted from (/c)) that

P, = |[FW|% = tr(FWW"F")
= tr(WW"F'F) &~ Ntr(WW") = N [|[W||5,

which yields ||W||3T ~ P;/N. As a result, the magnitudes of
the entries of W generally decrease with a rate of 1/ V/'N.
Furthermore, the diagonal elements of ¥ are equal to P;,/N
while its non-diagonal elements are independent of N, as
seen from (). Together, the above observations imply that
[[VET]nm| < |[VwT]mk| for large N. Furthermore, we also
found in our numerical experiments that

VeR],,| <|[VWE],.l, (22)

holds as well for large [V, although the differences between
I[VeR],,,| and |[VwR],, | are not as significant as those
between |[Vg7],,.| and |[VwT], .|

nm

Fig. [2] provides numerical evidence of the comparisons
in (I9) and (22), showing the magnitudes of the (1,1)-th
element of {VyR,VwR,Vr7r,Vw7} as well the average
magnitude of all the elements of these gradients for 100 Monte
Carlo simulations. The simulations assumed N € [4,128],

K = M = 4, SNR = 12 dB, and random but feasible
{F, W} so that the gradients are not affected by the optimality
of the precoders. The results confirm that as N increases,
both |[[VwR],,,| and |[VwT],,,| increase, while |[VgR],,. |
and |[VgT],,,| decrease significantly. This holds true for both
the magnitude of the (1,1)-th element as well as the average
magnitude of all the elements of the considered gradients.

The observations in (T9) and (22) imply that in one iteration
of the PGA procedure solving (8), the update of W is
likely to be more dominant than that of F, especially for
the radar metric 7. If F and W were updated independently,
the algorithm is expected to converge for a large enough
number of iterations. However, these variables are dependent
and highly coupled in the objective function. Thus, even when
W is updated with a reasonable step size, its gradient still
heavily depends on F, and vice versa. As a result, changes in
one variable can directly affect the convergence behavior of
the other. Therefore, the alternating updates between F and
W means that a sub-optimal state for one of the variables
negatively affects the other variable, and thus degrades the
covergence of R — wr.

To overcome the above issue, we propose to modify the AO
procedure, updating F' over multiple iterations before updating
‘W and imposing a weight 7 on V7. The approach enables F
to keep pace with W during the PGA iterations. To describe
the approach, let I represent the number of outer iterations
of the PGA scheme, and J represent the number of inner
iterations for updating F. For: =0,--- ,Tandj =0,--- , J—
1, F is updated as:

]?‘(i,()) =F), (23a)
ﬁ(i,jﬂ) = ﬁ‘(i,j) + pig) (VER — wVET) Fof,)’ (23b)
Fiy = F(z‘,]), (23¢)

followed by the projection in (I0), where PA“(Z-_’]-) and g 5
are respectively the precoder and step size in the j-th inner
iterations of the i-th outer iteration, and F(;) is the final
precoder obtained in the ¢-th outer iteration once all inner
iterations have been completed. On the other hand, W is
updated as

W(i—i—l) = W(i) + )\(i) (VwR - anwT) W:W(i)’
followed by the projection in (12)), where W ;) is the digital
precoder obtained in the i-th outer iteration. Based on (20),
(21), and via simulation, we found that n = ﬁ leads to
good convergence for PGA. According to our best knowledge,
the modified updates for F and W in (23a)-(24) have not
been applied in existing AO and PGA-based HBF designs.
Without the sensing objective, the conventional procedure in
(©@O)—(12) still leads to convergence of the communications rate
[67]. However, in the considered multi-objective JCAS-HBF
problem where |[Vg7],, .| < |[[VwT],,;|, the modifications

(24)

nm
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Fig. 3. Convergence of the PGA algorithm with N = 32, K = M = 4,
J = {1,10,20}, SNR = 12 dB, and different weights for V7.

in (23a)-(24) are required to significantly improve the conver-
gence of R — wr.

In Fig. [3| we depict the objective R — wT over the PGA
iterations for J = {1,10,20}, n = {1,%}, N = 32,
K = M =4, and SNR = 12 dB. We fix the step sizes in all
cases to fi(; 5) = M) = Ay = 0.01,V4, j, and we set w = 0.3
(we explain this choice in Section [IV). The convergence is
shown for a single random channel realization as well as
averaged over 100 Monte Carlo simulations. In each case we
use the same initialization, which is specified in (26) below.
It is seen that among the compared settings, J = {10,20}
and n = % yield smooth convergence with increasing values
for the objective. In contrast, setting (J,7) = (1,1) results
in non-increasing and unstable values for the objective over
the iterations. This observation is consistent with the mutual
effect between F and W discussed earlier. Setting either
J > 1orn = % improves convergence, but the value
of the objective in these cases is still far worse than for
(Jv 77) = {(107 %)7 (207 %)}

Although the proposed PGA mechanism can converge better
than the conventional one, its convergence is still generally
slow, especially for small J. In fact, the convergence speed
largely depends on the step sizes. Next we propose an unfolded
PGA framework with step sizes optimized via data-based
training.

C. Proposed Deep Unfolded PGA Model

The deep unfolding methodology encompasses several
schemes that are based on converting an iterative optimizer
with a fixed number of iterations into a trainable architecture
that can be treated as a form of DNN [58]. To preserve the
interpretability and flexibility of PGA, we design our unfolded
algorithm to fully preserve the PGA operation in Section
I11-B| while treating its hyperparameters, i.e., the step sizes
{1y, )\(i)}f;&’]i:)l, as trainable parameters.

1) Model Structure: Consider an unfolded PGA-based
DNN of I layers, unrolling the I PGA iterations. The task of
this model is to output feasible precoders {F, W} with good
communications and sensing performance, i.e., with R — wr
maximized. The unfolding mechanism maps an inner/outer
iteration of the PGA procedure to an inner/outer layer of the
unfolded PGA model. Therefore, we will still use subscripts

(i,4) to refer to the outer/inner layers when describing the un-
folded PGA model. Furthermore, we denote p = {ﬂ(ij)}i’f:o
and A = {\;) }_, for ease of exposition.

The unfolded PGA model, illustrated in Fig. E], follows the
updating process in (23a)—(24). It takes as input an initial
guess {F (), W(g)}, the channel matrix H = [hy, ..., hg]",
the power budget P, and the noise variance o2, and it
outputs {F;, W;y} over the outer layers i = 1,..., /. Each
outer layer includes a sub-network of J layers to output
F(;), mimicking the principle in (23a)—(23c). The operations
inside each inner/outer layer include computing the gradients
in (T4)—(18) and applying the updating rules (23a)-(24) and
the projections and (12). The detailed operation of the
unfolded PGA model will be further discussed in Section
[I-DI

2) Training the Model: As the unfolded architecture is
derived from the optimization problem in (), it is trained to
maximize R — w7. Accordingly, the loss function is set to

2
ﬂ(u, A) = w HF(I)W(I)WE'I)F?I) - ‘I’H}_
2
[0 F (1w |

K
— ZlogQ (1 + =% 5 ) (25)
por Yok MFmywin|” + o2

where (25) follows the original expressions of R and 7.
The loss function £(p, A) enables training the model in an
unsupervised manner. In particular, the data set is comprised
of multiple channel realizations, and we boost the learned
hyperparameters to be suitable for multiple SNRs by setting
the noise power to 02 = 1 and randomly choosing P, €
[Ymins Ymax] dBW for each data sample so that the corre-
sponding SNRs are in the range of interest [Ymin, Ymax] dB.
We are interested in the moderate-to-high SNR regime, which
is often required for both communications and radar sensing
functions [24]. Therefore, we implement our simulations with
a value for w that ensures a good tradeoff between R and 7 for
moderate-to-high SNRs and treat it as a given hyperparameter
during training of the unfolded model. Its chosen value and
effects will be studied in Section [Vl

The loss L£(p,A) is a function of the step sizes {u, A}
because {F(;), W(;)} depends on {F(i)}fz_ol, {W(i)}f;ol,
and {p, A}. The unfolded PGA model is trained to optimize
{p, A} to achieve the best tradeoff within I iterations. Fur-
thermore, it is important to start the procedure with a good
initial solution {F (o), W) }. We discuss this issue in the next
subsection.

D. Overall Unfolded JCAS Algorithm

1) Overall Algorithm: The proposed unfolded PGA algo-
rithm for JCAS-HBF is outlined in Algorithm [I] The initial
precoders {F ), W g} are chosen as

[F()nm = €77, W) =Fly Xze,  (26)
with ‘W (o) normalized to satisfy (7c), ie., Wy =
VEW )/ [|[F0yW ()| - In @6), Fpp is the phase of the
(n,m)-th entries of G = [hy,...,hg,a(61),...,a(0n-x)],
and Xzr = GT. Here, we assume that the number of
RF chains is limited and smaller than the total number

of UEs and targets, ie., M < K + L. In mmWave
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Fig. 4.
Algorithm 1 Proposed Deep Unfolded PGA Algorithm

Input: H, P;, w, and the trained step sizes {p, A}.
Qutput: F and W
1: Initialization: Generate {F ), W o)} based on (26).
2: fori=0—1-—1do
3: Set F(i,O) = F(i).
for j=0—J—1do
Obtain the gradients Vg R and Vg7 at (F, W)
(F(,5), W(;)) based on and (I7).
Obtain F(; ;1) based on (Z30).
end for .
Set F(;41) = F(;, ;) and apply the projection in (T0).
Obtain the gradients VwR and Vw7 at (F, W)
(F(¢+1)7W(z‘)) based on (14) and (I8).
10:  Obtain W ;4 1) based on and apply the projection (12).
11: end for
12: return F ;) and Wy as the solution to F and W.

Illustration of the proposed unfolded PGA model.

A

0° X

massive MIMO systems, M K is a common setting
for HBF architectures [63]. In this case, we have G
[hi,...,hg], and F becomes the same as the phased-
ZF solution in [68]. With (26), F( is aligned with the
channels to harvest the large array gains. Furthermore, W ()
in (26) is the constrained least-squares solution to the problem
minw ||FoyW — XZFHF, subject to (7). Therefore, the
proposed input/initialization can provide good performance in
multiuser massive MIMO systems, especially when N is large.
We will further verify this in Section

The unfolded model uses the trained step sizes {u, A} to
perform the updates in (23a)—(24) and the projections and
(I2), as outlined in steps 2-11 of Algorithm [T Specifically,
steps 3-8 compute the output F(;, 1y over the J layers. Then,
W i41) is obtained in step 10 based on the updated F(; ).
The outcome of the algorithm is the final output of the
unfolded PGA model.

2) Complexity Analysis: We end this section with a com-
plexity analysis of the proposed JCAS-HBF design in Algo-
rithm|1] First, we observe that V and Vi, are unchanged over J
inner iterations, while W is of size (M x K) with M, K < N.
Therefore, the main computational complexity of Algorithm
comes from computing the gradients in (I3, (I7), (14), and

Table I. Computational complexities involved in Algorithm

[ Tasks [
Compute Vr R
Compute Vw R
Compute Vg7
Compute Vg7

Complexities ]
O(NM?K) (per inner iteration/layer)
O(N?K) (per inner iteration/layer)
O(NMK) (per outer iteration/layer)
O(N?K) (per outer iteration/layer)

Solve F O(IJN’K)
Solve W O(IN’K)
Overall algorithm O(IJN?’K)

(18) in sequence, which are analyzed as follows.

The complexity of computing HF in (T3) is only O(N M)
because ﬁkF = h;h{F, which means that we can com-
pute the term hjF first then perform a right-multiplication
with hy. The complexity in calculating H,FV is therefore
O(NM?), as a result of multiplying HF with V. Computing
trace{FVF”fIk} requires only O(NM) perations because
VF'H,, = (HFV)", and H;FV has already been computed
and the tr(-) operator only requires the diagonal elements of its
matrix argument. Thus, the complexity of the first summation
term in (T3) is O(NM?K). Since the complexity of the two
summation terms in (I3) are the same, the total complexity
in calculating is still O(NM?K). In (T7), the matrix
FW is computed first and then is used to compute (17).
Thus, the computational complexity of is O(N?K), and
combining the computational load of (I3 and results in an
overall complexity of O(I.J max(NM?K, N?K)) to calculate
the analog beaforming matrix F.

Similarly, we can obtain the complexity of determining W
as follows. Since Hy, = F'H,F = (hiF)"(h}{F), we first
compute h{'F then use it to obtain Hy as (h{F)"(h}F),
with a complexity of O(N M ). The complexity of calculating
H, W is thus O(max(NM, M?K)) where O(M?K) is the
cost of multiplying H;, with W. With H, W available, the
complexity required to find tr(WW"Hy,) is only O(MK).
The computational load required to compute the first term
in is thus O(max(NMK, M?K?)), which is also the
total complexity required to calculate since the two
terms of (I4) have the same complexity. Similar to (I7),
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Fig. 5. Convergence of the PGA algorithm with N = {32,64}, K = M = 4,J = {10,20},w = 0.3, SNR = 12 dB, and different initializations.

calculating (T8) requires O(N?K) operations. Since N > M,
we have N2K > NMK, and therefore the total complexity
in computing W is O(I max(M?K?, N?K)).

Since N > K, we have NM2K > MZ2K?, and so the
complexity in solving for F' dominates that for W. Thus,
the overal computational load for implementing the proposed
deep unfolded PGA algorithm is O(IJ max(NM?K, N?K))
operations. Note that for HBF transceivers, it is generally true
that N > M, K. Thus, we can approximate the component
and overall complexities of Algorithm [I] as in Table [l It is
observed that for this algorithm, the per-iteration processing
requires only a reasonable computational load of O(N?K)
operations.

IV. SIMULATION RESULTS

Here we provide numerical results to demonstrate the per-
formance of the proposed JCAS-HBF designs. We assume
scenarios with L = 3, K = M = 4 and Ny = {32,64}. To
generate the channels in (), we set Q = 10, agr ~ CN(0,1),
and 04, ~ U(0,27) [63]]. The sensing targets are assumed to
be located at angles 64 € {—60°,0°,60°}, 1 =1,...,L and
the corresponding desired beampattern is defined as [460]

1, 0y € [0ar — 6p,0a + 0,
met):{ v € [Bar = 50, Bt + 6]

0, otherwise

where dp = 5 is half the mainlobe beamwidth of Pg4(6;).

The deep unfolded PGA algorithm is implemented using
Python with the Pytorch library. For the model training we
set the decaying learning rate and initial learning rate to 0.97
and 0.001, respectively. The model is trained for I = 120
and the SNR range [Yin, Ymax] = [0, 12] dB using the Adam
optimizer with 1000 channels over 100 and 30 epochs for J =
1 and J = {10, 20}, respectively. We note that as long as .J is
large enough, the proposed unfolded PGA model trained with
I <« 120 can still achieve satisfactory performance, as will be
shown in Figs. BH7] However, we provide the results for up to
I =120 to show the long term behavior of the algorithms and
to compare with the conventional PGA procedure over a large
number of iterations. Unless otherwise stated, we set f1(9,0) =
Aoy = 0.01, which are also used as the fixed step sizes for
the PGA algorithm without unfolding. These are set based

; 27

empirical observations. In the experiments whose results are
reported in Figs. BH8| we used the weighting coefficient w =
0.3, which was shown to offer a good communications—sensing
performance tradeoff. We will further justify this setting by
showing the results for various w in Fig. [0

A. Convergence and Complexity Discussion

We have shown in Fig. [3| that the conventional PGA
approach with (J,7) = (1, 1) and the initialization in (26)) does
not guarantee convergence. Therefore, we omit the results for
this setting in the sequel. In Fig. 5] we evaluate the effect of the
initial solution/input {F o), W} in (26) on the convergence
of the (unfolded) PGA algorithm with J = {10,20}. For
comparison, we consider the method in [[63]], which randomly
generates F(o) and sets W o) = (HF(O))T as the ZF solu-
tion based on the effective channel HF ). For the second
considered initialization approach, we assign the M principal
singular vectors of H to F ) [67] and set W (o) as in (28)). For
all these methods, {F gy, W ) } are normalized to be feasible.
We refer to these benchmarks in Fig. [5] as “Random init” and
“SVD-based init,” respectively.

It is observed from Fig. [3] that the proposed initialization
substantially improves the convergence of PGA with and
without unfolding. Specifically, {F ), Wy} in 26) yields
both a higher initial and final value for the PGA objective
R — wr than the other initializations. The SVD-based method
yields a relatively good initial objective, but after a few
iterations it behaves similarly to the random initialization,
which has not converged after 120 iterations. Furthermore,
it is also seen that a larger J leads to better convergence
in all cases. For example, with N = 32, setting J = 20
allows the PGA approaches to obtain the peak of the objective
about twice as fast as using J = 10. Among the compared
algorithms, the proposed unfolded PGA approach exhibits the
best convergence in both Figs.[5(a) and[5(b)] With N = 64, the
unfolded PGA algorithm requires more iterations to converge,
but its gain is more significant than with N = 32.

The computational and runtime complexity reduction of
the proposed PGA approaches are also observed in Fig. [3
Here we compare (i) unfolded PGA with J = 20, (ii)) PGA
with J = 20, and (iii) PGA with J = 10. All employ the
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Table II.

Values of (I, J, ng, nw) required by (unfolded) PGA to achieve

R —wt = 0in Fig. El Here, ny and nywy are the number of updates required
for F and W, respectively, with ng = IJ, nyww = I.

[ Schemes [ N =32 [ N =64 |

Unfolded PGA (J = 20)| (10, 20,200,10) | (25, 20,500, 25)
PGA (J = 20) (20,20, 400,20) | (70, 20, 1400, 70)
PGA (J = 10) (40, 10,400, 40) |(120, 10, 1200, 120)

proposed initialization. In Fig. [5(a)} these algorithms reach
R —wr =0 at I = {10,20,40}, respectively. This means
that to achieve the peak value of the objective, approach
(1) requires ng = IJ = 10 x 20 200 updates of F
and nw = I 10 updates of W. On the other hand,
algorithms (ii) and (iii) require (ng,nw) = (400,20) and
(nF,nw) (400, 40) updates, respectively. Similarly, we
obtain (ng,nw) for N = 64 in Fig. [5(b)| and the results are
summarized in Table [l We highlight ng since the time and
computational complexity involved with finding F' dominates
the overall algorithm. It is observed that with J = 20, unfolded
PGA achieves a reduction of approximately {50%,65%} in
computational complexity and run time compared to PGA
without unfolding in the scenarios N = {32, 64}, respectively.
This is thanks to its optimized step sizes and the resulting small
number of iterations required to achieve good performance.

B. Communications and Sensing Performance

We now focus on the communications and sensing perfor-
mance of the proposed unfolded PGA algorithm. For compar-
ison, we consider the following approaches: (i) conventional

PGA with fixed step sizes pg) = Aoy = 0.01, J = 1, where
we use n = % instead of n = 1 to ensure smooth conver-
gence. (ii) The JCAS-HBF design based on SCA and ManOpt
(referred to as “SCA-ManOpt”). In this algorithm, an effective
precoder X* is first found that maximizes the communications
sum rate via the iterative SCA approach [[69]]. Then, X is ob-
tained by maximizing p || X — X*||2f +(1—p) | XX" — \II||3T
with p = 0.2 [18], [24], [50] and {F, W} are determined
via matrix factorization [[62] leveraging the ManOpt scheme.
We set the convergence tolerance to ¢ = 1072 for both
the SCA and ManOpt procedures. (iii) The fully digital ZF
beamformer in the communications-only system (referred to
as “ZF (digital, comm. only)”). In downlink multiuser massive
MIMO communications systems, the ZF beamformer performs
near-optimally [70], and it provides an upper bound on the sum
rate achieved by the JCAS-HBF approaches.

In Figs.[6land[7] we present the communications and sensing
metrics, i.e., R and 7, of the unfolded and conventional PGA
algorithms versus the number of iterations/layers (I) and their
resultant beampatterns. We also include the value of R and 7
of conventional ZF (digital, comm. only) and SCA-ManOpt at
convergence for comparison. The same simulation parameters
as in Fig. [5] are used. We observe the fluctuation of R and 7
for the first period of the PGA procedure (e.g., I € [0,10],
J = 20 in Fig. []). After the initial period I € [10,20],
J = 20 in Fig. R increases while 7 decreases rapidly.
We note that the decrease in IR, especially for large I, does
not imply a performance loss. This variation is just the flexible
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adjustment of F and W in achieving a good communications-
sensing performance tradeoff. Indeed, the objective R — wT
is still guaranteed to increase and converge, as seen in Fig.
[l Comparing the unfolded PGA approaches, it is seen that
different values for J lead to different tradeoffs between R
and 7, especially for N = 64 in Fig. As I becomes
sufficiently large, the case with J = 20 yields a smaller R
but a much lower 7 than what is obtained with J = {1,10},
implying superior sensing performance. It is clear that the
unfolded PGA algorithms with J = {10, 20} outperform their
conventional PGA and the SCA-ManOpt counterparts in both
communications and sensing performance. For example, in
Figs. and at I = 120 the unfolded PGA algorithms
with J = {10,20} achieve a {33.2%,24.7%} improvement
in R and a {32.8%,52.3%} reduction in 7, respectively,
compared with SCA-ManOpt. They also perform close to the
digital ZF precoder in terms of communications sum rate.

We recall that 7 measures the deviation of the designed
beampattern from the benchmark, ¥, as shown in (3. Be-
cause ¥ is optimized in (6) to achieve the desired sensing
beampattern Pq(6;), the reduction in 7 is equivalent to a better
sensing beampattern. Indeed, it is observed from Figs. and
that the sensing beampatterns obtained by the proposed
unfolded PGA approaches fit the benchmark beampattern
a(f;)"®a(h;) in (6a) the best. They have significantly higher
peaks at the target angles {—60°,0°,60°} and lower side lobes
compared to the beamptterns obtained with SCA-ManOpt and
conventional PGA.

In Fig. [8] we show the communications sum rate R and the
average radar beampattern mean square error (MSE) of the
considered approches for N = 64, K = M = 4, w = 0.3,
J ={1,10,20}, and SNR € [0, 12] dB. The beampattern MSE
is defined as MSE = L 3> |P4(6;) — & (6,)®a(6,)|. We
see from the figure that the proposed unfolded PGA algorithm
with J = {5, 20} performs close to the communications-only
system with the fully digital ZF beamformer and outperforms
SCA-ManOpt in terms of communications sum rates, while
maintaining comparable or lower radar beampattern MSEs,
especially at high SNR. For example, at SNR = 12 dB,
the unfolded designs with J = {10,20} achieve about
{33.2%, 24.7%} higher sum rates and {2.5,6} dB lower MSEs

compared with SCA-ManOpt, respectively. While the unfolded
PGA employing J = 1 can offer good communications
performance at high SNR, its sensing performance is poor.
Among the considered cases, conventional PGA with J = 1
has the worst performance for both the communications and
sensing operations.

C. Effects of w on the JCAS-HBF Performance

Finally, we investigate the effects of w on the communi-
cations and sensing performance in Fig. 0] For the proposed
unfolded PGA approaches, we see that as w increases, both
R and 7 significantly decrease. To explain this, we revisit
the objective function R — w7 in , and we note that
R — wr — —wt as w — o0o. As a result, the PGA method
tends to minimize 7 rather than maximizing R when w is
sufficiently large, and vice versa for w — 0. To ensure a
good communications-sensing performance tradeoff, w should
be chosen to balance the objectives R and 7, and this operating
point can be tuned via simulation. It is seen in Fig. 9] that when
w = 0.3, the unfolded PGA approaches with J = {10,20} can
achieve better beampattern MSEs and a much higher sum rate
than SCA-ManOpt. Furthermore, we also see from Figs. [f|and
that the relationship R = 0.37 holds for SCA-ManOpt at
convergence. Therefore, we have set w = 0.3 in the previous
simulations. However, as seen in Fig. [0] different values of
w can be used depending on the JCAS design objectives.
For example, in another radar-centric design aiming at high
sensing accuracy, a large w should be chosen. In contrast,
in the communications-centric design considered in (7)), a
moderate w offers better communications performance.

V. CONCLUSIONS

We have studied multiuser massive MIMO JCAS systems
with HBF transceiver architectures, aiming at maximizing
the communications sum rate constraining the radar sensing
beampattern accuracy. We reformulated the constrained prob-
lem into a multiobjective optimization that accounts for the
tradeoff between the communications and sensing metrics.
By analyzing the gradients of those metrics, we proposed
effective updating rules for the analog and digital precoders



== = Unfolded PGA (/=1)
= %= Unfolded PGA (/ = 10)
== Unfolded PGA (/ = 20)

= Conventional PGA
=>¢= SCA-ManOpt (converged)

== ZF (digital, comm. only) ris

R [bits/s/Hz]

Average radar beampattern MSE [dB]

02 04 06 08 1 1.2

0 02 04 06 0.8 1 1.2 0
w w

Fig. 9. R and the radar beampattern MSEs of the considered versus w with
N =64,K = M =4, J = {1,10,20}, and SNR = 12 dB.

to obtain smooth convergence of the PGA optimization. We
further proposed an efficient unfolded PGA approach based
on the deep unfolding technique, where the step sizes of
the PGA approach are learned in an unsupervised manner.
While both the proposed PGA algorithm without unfolding
has reasonable computational complexity, the unfolded ver-
sion is much faster with significantly reduced computational
complexity thanks to its well-trained step sizes. Our extensive
numerical results demonstrate that the unfolded PGA approach
achieves significant improvements in communications and
sensing performance with respect to conventional JCAS-HBF
designs. Our future work will consider more practical partially
connected HBF architectures and the wideband signal case
where the analog array becomes frequency selective with beam
squint.

APPENDIX A
PROOF OF THEOREMI]

First, we rewrite the sum rate expression in @[) as
K
RoS log ( Sis [WiFwil* + of >
= 5 > .
=1 Dcercni M Fwe|” + o2

1 tr(FWW"F"h;hY) 4 o2 28)
* \ tr(FW;W!F"h,h}) + 02

M 11

log, (tr(FVE"H,) + 02)

B
Il

1

K
=Y log, (tr(FV,;F”I;Ik) + a,%) : (29)
k=1

where Wi, V, Vi, and ﬁk are defined in Theorem |1 Based
on (29), we can compute Vg R as

K
9 3
ViR = kz_:l v logs (r(FVE"H,) + 072)

2051
K 5 )
- ]; F log, (tr(FHV,;F”Hk) + Jﬁ) . (30)
L2042

Using the result that Otr(ZA¢Z"A1)/0Z* = A1ZA, in [71],
we have

2 (tr(FVF“f{k) + ag)

" 2t (FVERH,) + 02)
H,FV
= L : 31)
In2(tr(FVF"Hy) + 02)
and similarly,
H,FV;
Dk L (32)

T n2(t(FVLF'Hy) + 02)
Substituting and into yields in Theorem
To compute Vw R, we write R in as

K
tr(WWHF*hhiF) + o2
R=3 log, | WWEME) + 0,
282 | (W WIF b, by F) + o2

K
= log, (tr(WW"H) + o72)
k=1

K
- Zlogg (tr(WpWiHy) +07)
k=1
with Hj, defined in (T6). Following similar derivations as in
(BO)-(32), we obtain (T4)), and the proof is completed.

(33)

APPENDIX B
PROOF OF THEOREM [2]

The derivation of the gradients of 7 with respect to F' and
W, ie., Vp7 and Vw7, is challenging. To tackle this, we
first recall the following definitions:

of of
O[Z]}, Z]ic
0
Vzf = azf* =1 : ol (34
of of
0lZ%, IZl%e

where Z € CFXC. Thus, Vg7 and Vw7 can be obtained
using O7/0[F]%,, and O7/0[W]: ., respectively, with n =
l,....Nym=1,...,M,and k=1,...,K.

Let us denote U £ FWWH'F" ¢ CN*V and rewrite 7
as 7 = ||U - \IlHi- Applying the following chain rule to 7,

Ot /O[F];,, and O7/O0[W]* . can be derived as follows

or :tr((aT)T ou* ):tr(ar ou )
[FIx,, ou*r ) O[F|x,, ou* o[F]x,, )’
(35)
i (45 588 o (2 )
W] our ) O[WI, ouU* IWIJ;,,. )’

(36)
where (35) and (36) follow from the fact that U = U".

A. Derivation of 0t /0U*

Since both d7/0F* and 07/0W™* depend on O7/0U* as
seen in (35) and (36), we first need to compute 97/9U*. We
rewrite

7= tr(UU" — BU" — UD" + BT,



and note that since Otr(UU")/0U* = 2U and
Atr(UTH) /gU* = 9tr(TUY) /JU* = ¥ [72), we have
or
ouU*

=2(U - ). 37)

B. Derivation of Ot /0F*

We now compute OU/J[F];,, in (B3). Let us write [U];; =
tr(0f)FWW'F"4,) = tr(FWW"F"§,4!') where ; and ¢,
are the i-th and j-th columns of identity matrix I, respec-
tively. Then, using the result Otr(ZAoZ"A,)/0Z* = A1Z Ay
in [71]], we have

9[UJ;;
= §,;0/FWW".
OF* I
Furthermore, since 0[U];;/0[F]},,
0[U];;/0F*, we can write

9lUl..

8[[]?]1” =010;0;FWW"§,, = 0/FWW"§,,610;, (39)
where 8,, and §,,, are the n-th and m-th columns of identity
matrices Iy and I,;, respectively. The second equality in

holds because 6},4; is a scalar. Thus, we have

(38)

is the (n,m)-th entry of

ou
——— =FWW",,6,. 40
OIFT,,, ' “
Substituting and into yields
or
——— =2tr((U - ¥)FWW"4,, 4/
oy, (Y &
—26"(U — &)FWW"5,,. 1)

Again, we utilize the fact that 07/0[F]%,,
element of 07/0[F|,, to obtain
or
=2(U - ¢¥)FWW". 42
o =2(U W) 2)

Replacing U by FWW"F" in gives us the result (I7).

is the (n,m)-th

C. Derivation of 0t /OW*

The derivation of 97/OW™* can be found in a similar
manner. Specifically, we first write
[U];; = tr(0;FWW"F"§;) = tr(WW"F"9;0;'F).
Then, we apply the result Otr(ZAZ"A4)/0Z* = A1ZAy in
[71] with Ag =1 and A; = F"4;6}'F to obtain

a[U]ZJ _ ToH H
W = F"6,0/FW, (43)
Oy _ g F"§,6"FWé, = 6"FW4,6" F'5., (44)
a[w]:nk m J% [ m J
which leads to
ou
———— =FW§, 6 F". 45
oW, ok “
Substituting (37) and @3) into gives
or
— =2tr((U — ¥)FW§, 4! F"
S = 20U~ ) FWe8, )

= 26! F"(U — ¥)FW§,,
or equivalently,

or _ H HTH
Fwe = 2P (FEWW'E' — 9)FW,

which is (I8), and the proof is completed.
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