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Kernel Based Reconstruction for Generalized Graph
Signal Processing

Xingchao Jian

Abstract—In generalized graph signal processing (GGSP), the
signal associated with each vertex in a graph is an element
from a Hilbert space. In this paper, we study GGSP signal
reconstruction as a kernel ridge regression (KRR) problem. By
devising an appropriate kernel, we show that this problem has a
solution that can be evaluated in a distributed way. We interpret
the problem and solution using both deterministic and Bayesian
perspectives and link them to existing graph signal processing and
GGSP frameworks. We then provide an online implementation
via random Fourier features. Under the Bayesian framework,
we investigate the statistical performance under the asymptotic
sampling scheme. Finally, we validate our theory and methods
on real-world datasets.

Index Terms—Graph signal processing, generalized graph
signal processing, kernel ridge regression, signal reconstruction.

1. INTRODUCTION

N real-world signal processing, data is often associated with

a network. Graph signal processing (GSP) techniques have
been proposed to perform filtering, sampling and reconstruction
for this class of signals by accommodating the network structure
[1], [2]. GSP models and exploits the relationship between
signals and graphs through the definitions of the graph Fourier
transform (GFT) and frequency. In practice, GSP can be utilized
to analyze brain signals [3], [4], denoise an image [5], [6], and
design recommendation systems [7].

Graph signal reconstruction aims to recover the entire graph
signal based on observations from a subset of vertices. The ma-
jor tasks in graph signal reconstruction are designing optimal
sampling and recovery strategies [8], [9]. When the graph signal
is bandlimited, [10] derived a least squares estimator. Based
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on this estimator, [11] formulates the sampling problem as an
optimization problem. Assuming wide-sense stationary (WSS)
and bandlimited signal and WSS noise, [12] studied a greedy
sampling scheme, and derived a bound for its recovery mean-
squared error (MSE). The paper [13] derived the Wiener filter
for graph signal reconstruction under the assumption of WSS,
while [14] studied the reconstruction problem for time-varying
graph signals. By requiring smoothness in the vertex domain of
the graph signals’ first-order difference over time, reconstruc-
tion is formulated as an optimization problem. This optimiza-
tion approach is generalized and accelerated in [15] through the
Sobolev smoothness term. The work [16] studied the problem
of recovering graph signals from nonlinear measurements.

Kernel-based GSP techniques have more flexibility in filter-
ing and reconstruction, since they introduce nonlinearity and
generalize existing approaches. In [17], the graph signal is
modeled as a random nonlinear function of an arbitrary input
with a specific covariance structure adapted to the graph, known
as a Gaussian process over a graph (GPG). The covariance
structure is based on a scalar-valued kernel for differentiating
the inputs and the graph structure for regularizing the smooth-
ness of the random graph signal. The papers [18], [19], [20]
formulate a learning problem with a graph signal target. Besides
the standard kernel ridge regression (KRR) fitness and regular-
ization terms, this framework imposes smoothness on the output
of the training set. The work [21] generalizes the graph-time
linear filter [22, eq. (7)] to a nonlinear predictor via KRR. This
model assumes the same nonlinear function on every vertex,
hence can be made adaptive and distributed by random Fourier
features (RFFs) [23], [24]. In the reconstruction problem, [25],
[26] design the graph kernel by viewing the graph signal as a
function on the vertex set. This approach generalizes the ban-
dlimited graph signal reconstruction method. By implementing
the multi-kernel learning (MKL) strategy, it does not require
knowledge of the signal bandwidth.

The aforementioned techniques are developed in terms of
the classical GSP framework, where each vertex signal is a
scalar. In practice, the data associated with each vertex can
have additional structure. For example, on each vertex, the
observation may be a discrete-time signal of length 7'. This
scenario is considered in the time-vertex framework [15], [27],
[28], [29], where the spatial-time structure is modeled by a
Cartesian product graph, and the Fourier transform and filters
are then generalized to this graph. To be specific, the Cartesian
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product graph is constructed by the underlying graph and the
cyclic graph with 7" vertices, the latter of which represents time
steps. The data can then be embedded in this product graph as a
standard graph signal. This framework is further extended to the
generalized graph signal processing (GGSP) framework [30],
[31], [32], where each vertex observation is an element from
a Hilbert space, which can possibly be infinite-dimensional.
An important example is the case where each vertex is as-
sociated with a continuous function on a bounded interval.
This model allows for analyzing asynchronously sampled sig-
nals on each vertex, which is not possible under the time-
vertex framework.

In this paper, we explore kernel-based signal reconstruction
within the GGSP framework. Previous works like [26] have
developed signal reconstruction methods within the traditional
GSP or time-vertex frameworks. In GGSP, we consider vertex
signals as elements in a general Hilbert space. In [31], a
reconstruction method proposed for GGSP assumes that the
signal lies in a finite-dimensional subspace (e.g., finitely many
features of the signal spans the full space of interest). The work
[32] proposed a reconstruction method that relies on knowledge
of the signal’s power spectral density (PSD) (e.g., this can be
derived from a noiseless training set without missing values),
which may not be applicable in practice. In this paper, we
consider the case where the training set is small, noisy and
incomplete, thus the method in [32] cannot be applied. Specifi-
cally, we consider the case where signal on each vertex is real-
valued function. By utilizing a reasonable kernel, we are able
to reconstruct the signal with good fidelity as long as the target
signal is in the corresponding reproducing kernel Hilbert space
(RKHS), which can be infinite-dimensional. Compared to the
method in [31], our proposed method is able to utilize infinitely
many features. Thus, it is more flexible and has better signal
representation capability.

To motivate our work, consider the Intel lab temperature
dataset! which consists of temperature records from 54 sen-
sors in a lab, collected between February and April of 2004.
The ground truth records and incomplete noisy observations
on two connected sensors labeled as vertex 1 and 2 are shown
in Fig. 1. Our goal is to reconstruct the signal at vertex 1.
In the time interval [0,40000], there is a lack of observations
on vertex 1. As shown in Fig. 1, the isolated KRR method
fails to reconstruct this part. On the other hand, our proposed
approach, referred to as KRR-GGSP, utilizes the graph structure
to incorporate the observations from a vertex’s neighbor to
improve reconstruction. This example motivates the need for
a new KRR framework under GGSP, which is the focus of
this paper. Unlike the methods under WSS or joint wide-sense
stationary (JWSS) assumptions [13], [29], KRR-GGSP does
not require knowledge of the PSD of the signal, which can
be hard to estimate when there are only noisy and incomplete
samples in the training set. Further numerical experiments in
Section V illustrate the utility of the approach presented in
this paper.

Uhttp://db.csail. mit.edu/labdata/labdata.html
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Fig. 1. The upper and lower plots represent observations and ground truths
from two connected vertices 1 and 2, respectively. Green curves are ground
truth signals, and the cyan dots represent the observations on each vertex.
Note that reconstruction based on the single vertex 1’s observations using
KRR is much worse compared to the proposed KRR-GGSP approach.

Our main contributions are the following:

1) We construct an appropriate kernel and formulate the
signal reconstruction in GGSP as a KRR problem.
We interpret it as an extension of existing kernel-based
frameworks.

2) We present an online approach for generalized graph
signal reconstruction by utilizing RFF.

3) We compute the limit and asymptotic upper bound for
conditional MSE of reconstruction under the Bayesian
framework.

4) We present numerical case studies to illustrate the utility
of KRR-GGSP in several applications.

This paper is related to our conference paper [33], whose goal
was to learn a map from a generalized graph signal space to
itself in filtering. We made use of the tensor product operator-
valued kernel to formulate this filtering problem. In this paper,
we instead study the reconstruction problem for generalized
graph signal and our goal is to learn a function from the set
of sample points to R. Here the sample points are pairs of ver-
tices and instances of the vertex function’s domain. To achieve
this, we consider a real-valued kernel defined on the set of
sample points. We make use of the tensor product strategy to
form a kernel.

The rest of this paper is organized as follows. In Section II,
we formulate the signal reconstruction problem in GGSP.
In Section III, we derive the solution to this problem, discuss
its interpretation and compare it with existing methods. We also
provide an online version of the reconstruction problem. In Sec-
tion IV, we analyze the statistical performance of our recon-
struction approach under the asymptotic case. In Section V,
we validate our method on real-world datasets. We conclude
in Section VI.
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Notations. We use plain lower cases (e.g., x) to represent
scalars and scalar-valued functions. We use bold lower cases
(e.g., x) to represent vectors and vector-valued functions. Note
that in this paper, we consider generalized graph signals as
scalar-valued functions. Although they are vectors in linear
spaces, we use the functional view for ease of explanation. Bold
upper cases (e.g., S) are used to denote operators, including
matrices. In particular, we write the N-dimensional identity
operator or matrix as Iy. We use calligraphic letters to represent
spaces (e.g., X), except for standard spaces like R and N,
which are the Euclidean space and space of natural numbers,
respectively. For a Hilbert space H, its inner product is (-, )%
and corresponding norm is ||-||3. For a set X', we use X to
denote its complement. For two random variables (or elements)
x and y, we write x € o(y) if = is measurable with respect
to (w.r.t.) the o-algebra generated by y. We write cov(z,y) to
denote the covariance between 2 and y, and var(z) to denote
the variance of x. We use d(-, ) to denote the Kronecker delta
function, which equals 1 if its two arguments are the same and
0 otherwise. The tensor product is denoted by ® and diag(v) is
the diagonal matrix with its main diagonal given by the vector
v. The element-wise matrix multiplication is denoted by ©®,
()T denotes transpose, (-)* denotes conjugate transpose or the
adjoint, and () denotes the pseudo-inverse. We use [m] to
represent the set {1,...,m}.

II. PROBLEM FORMULATION

In this section, we formulate the generalized graph signal
reconstruction problem.

Consider a graph G = (V, &), where V = {1,..., N} is the
vertex set, and £ CV x V is the edge set. We use Ny(v) to
denote the d-hop neighborhood of the vertex v and let N y(v) =
Na(v) U{v}. We assume that G is a connected undirected
graph with no self-loops. In GSP theory, a typical graph signal
is a function mapping from V' to R.2 In the GGSP framework
[31], the generalized graph signal f is defined as a function from
V to a separable Hilbert space H. The generalized graph signal
space can then be identified with R @ # via the map

N
f) en®f(n),

n=1

where {e,, : n=1,..., N} is the standard basis of RY, i.e., e,
is the n-th column vector of 1.

One important case in GGSP is where H is a function
space. Specifically, consider the domain of the functions to be
a measure space (7,4, 7) and H = L*(T) (i.e., the space of
square-integrable functions on 7). For example, in Intel lab data
mentioned in Section I, 7 = [0, 86400], representing the time
duration (in seconds) of one day. Then, a generalized graph
signal f can be identified with the map

fVxT—=R
(v, 8) = f(v)(t).

For simplicity, we consider only R-valued signals instead of C-valued
signals.

IEEE TRANSACTIONS ON SIGNAL PROCESSING

Thus, the space of generalized graph signals can be also identi-
fied with L2(V x T). In this paper, we will mainly use L?(V x
T) to denote the space of generalized graph signals, while
references to RV @ H are used in explanations and proofs.
We refer to 7 colloquially as the time domain. However, it is not
restricted to subsets of R and can be a general measure space.
Readers are referred to Appendix A and [31] for more details
on GGSP.

Given noisy observation samples at a subset S CV x T
of vertices and time instances, our objective is to recover
the generalized graph signal f. To avoid cluttered
notations, denote J =) x 7. Suppose the sampling set

is S={(vm,tm):m=1,....M}CJ, and the noisy
observations are
ym:f(vm7tm)+6m7 m:]'?"')M) (l)

where ¢, are independent and identically distributed (i.i.d.)
zero-mean noise with variance 2. In the Bayesian framework,
f in (1) is further modeled as a Gaussian process. In this
case, we will model f as a random element (cf. Appendix B).
The noise terms ¢, are assumed to be Gaussian and indepen-
dent of this process.

The GGSP signal reconstruction problem can be summarized
in the following form:

_ in
fEF(TR)

M
> L(f (Vi tm), ym) + P(f), )

m=1

where F'(J,R) is an appropriate space of functions from J
to R, L(-) is a loss function measuring the fitness of f on
the observations. Typical choices include the /1 and /5 losses.
The regularization term P(f) imposes a smoothness constraint
on f over the vertex and time domains. To design proper
F(J,R) and P(f), we employ the KRR technique, which we
briefly review in Appendix C.

The existing time-vertex methods [14], [15] have already
addressed the reconstruction problem for time series on graphs.
However, these methods are based on the assumption that the
signals are evenly sampled with the same sampling rate on all
vertices. In contrast, from (2), we observe that our formulation
does not require synchronous samples from each vertex and
applies even in the case where the sampling frequencies differ
across vertices, or where the signal is not evenly sampled. In ad-
dition, compared to the time-vertex techniques, this formulation
is not sensitive to the sampling rate since it makes use of the
true time stamps. We refer the reader to the detailed discussion
in Section III-B.

III. KRR RECONSTRUCTION IN GGSP

In this section, we derive the KRR reconstruction solution
for GGSP. We interpret this method under both deterministic
and Bayesian models and connect our technique with existing
kernel-based frameworks in GSP and graph signal reconstruc-
tion approaches. We also propose an online approach based on
RFF that results in a distributed implementation.
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To reconstruct a generalized graph signal f € L?(J), we use
akernel k : J x J — R thatis the multiplication of two kernels
kg:VxV—=Randkr:T xT —=R:

k:JIxJ—=R
((u,8), (v, ) = kg (u, v)kr (s, t). (©)

The RKHS associated with the kernel (3) is Hy, = Hi, @ Hir
[34, Theorem 13]. In this paper, we construct kg based on a
graph shift operator (GSO) A of the graph G. AGSOisa N x
N matrix representing the structure of the graph G such that its
(u, v)-th entry is nonzero only if (u,v) € £ or u = v. Typical
choices of GSO are graph adjacency and Laplacian matrices.
In particular, we focus on the case where the matrix Kg :=
(kg (i,7)) € RN*N takes the following form (cf. [26, (14)]):

r(An)) @7 )

where {\;} are the eigenvalues of the GSO Ag, 7(v)
is a non-negative function such that 7(\;) >--->7r(\y),
and ® is the matrix formed by the eigenvectors of Ag.
When 7 is a subset of Euclidean space, we can usu-
ally choose k7 as the radial basis function (RBF) kernel,
e.g., k7(s,t) = exp(—||s — t||3/Bscale) (Gaussian kernel) or
k7 (s,t) = exp(—|ls — t||1/Pscale) (Laplacian kernel), where
Bscale 18 a tunable parameter.

Following the standard KRR formulation (36), we specify the
reconstruction problem (2) as follows:

Kg = @ diag(r(M),. ...,

f_argmmZU Uy tm) ymF"’NHfH%—Lk )

feEHK m=1
Let  K(S,S) = (k((vm, tm), (v, tnll)))%,m’:l e RM>M
and y(S) = (y1,-..,ym)T. Using the representer theorem, the

optimal solution to (5) is
M

m=1
(K(S,S) + pIn) 'y(S).

'Uma m))v

(Clv"" ) (6)

Henceforth, we refer to the problem (5) and its solution (6) as
KRR-GGSP. In this paper, we assume that all eigenvalues of
A are distinct. By construction (4), K¢ is a polynomial of
A for some degree L < N, i.e., it suffices to consider r(-) as a
polynomial whose degree is smaller than IV, thus k¢ (u,v) =0

as long as u ¢ N1, (v). Therefore, the evaluation of f(v,t) only
requires information from N (v):
M
F,6) =" emk((v,8), (U, tm))
m=1
M
= Z ka'G(U, Um)kT(ta tm)
m=1
= Y cmka(v,vm)kr(t, tm). )
VN1 (v)

3Recall that {\;} are indexed in increasing order of graph frequencies.
Also note that [26, (14)] uses rT(A) instead of 7(A) in the definition (4).
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Note that when 7 is a singleton (i.e., the vertex signal
space is one-dimensional), the KRR-GGSP framework degen-
erates to the GSP recovery problem [26]. In addition, when
K¢ =1, it degenerates to separately solving KRR problems
on each vertex using the kernel k7. To see this, suppose
on each vertex v we have M, samples. We relabel S and
{m )} such that S =, ., {(v, t”)) i=1,..., My}, {ym} =
Uvev{yg V) = 1,..., M,}. We also relabel the coefficients as
c(-”), so that (6) can be rewritten as

N
flu,t)= Z U, v) ch)k tt(v

for each welV and te7, where d(u,v)=1
when w=wv and 6(u,v§:0 otherwise. Note that
Flu,t) = M k(6,60 and
N M,
171, = D0 > e hr () 65 = an M, -
u=1i,j=1 u=1

Then problem (5) becomes

N M,
_argmmZZU ) — gy ()2 +/LZ||f HH"T

fEHK wu=1i=1
®)

and each f(u
the vertex u.

In the rest of this paper, we make the following assumption.

Assumption 1: For the measure space (7,A,7), T is a
compact metric space, A is the Borel o-algebra, and 7 is a
strictly positive finite Borel measure. The kernel k7 is a con-
tinuous symmetric positive definite kernel and K is a positive
definite matrix.

,-) can be solved separately using the samples on

A. Deterministic Interpretation

In this subsection, we consider the case where f in (1) is
deterministic. Under Assumption 1, by Mercer’s theorem [35],
there exists an orthonormal sequence {&;:i>1} in L2(T)
such that:

/T (s, £)64(5) dr(s) = 6 (6),
/ €885 (5) dr(s) = 8(i, ),
:

t) = Z Yi€i(8)&i(t)

where the sum converges absolutely and uniformly on 7 and +;,
i > 1, are non-negative eigenvalues. Let ¢, (u) be the (n, u)-th
element of ®. Since k¢ is given by (4), it can be decomposed
in the same way:

¢71( )

ERE
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By definition of % in (3), we then have

D)= 35 O

=1i=1

k((u,s) u)&i(s) - dn(v)&i(t).
Note that {¢,(-)&(-):n=1,...,N,i>1} is a orthonormal
sequence in L?(.7). Following the same argument as [36], Hy
is a subset of L?(7) where the functions f satisfy the follow-
ing condition:

chfw an gz )

N oo
st I =22 An’;% - ©

By the definition of joint Fourier transform (JFT) (cf. (28)),
it can be shown that ¢, ; = Fp i( f) where §, ; represents the
(n,4)-th JFT coefficient. Therefore, penalizing on || f]|3, is
the same as penalizing on the energy of §,, ;( f ) with weights
W Note that 7(-) is non-increasing so that the Fourier
coefficients associated with larger graph frequencies are more
heavily penalized.

It is worth noting that if we construct k7 and k¢ such that

.
t) = Z Vi€i(8)& ()

for some B’ <oo, and r(\,)=0 for all n>DB" in
(4), then problem (5) is equivalent to the bandlimited

(10)

signal reconstruction in [31, Section VI.A] with an
additional ridge penalty. To see this, we first note that
Hi =span{o, ()& () :n=1,...,B"i=1,...,B'}, e,

the signal space used for reconstruction is a bandlimited space.
We substitute (10) into (9) to obtain the optimization problem

B" B’

f( ) argmlnz‘f U, m

feEHK

)= Ym|?

m=1 nlzl

(1 1)
which coincides with the bandlimited signal reconstruction
problem formulated in [31] but with an additional penalty term.
This indicates that if k7 is not a combination of finite functions,
then dim(?,) = co. This implies that the algorithm is able to
capture more features than that of bandlimited signals. An ex-
ample is the Gaussian kernel [37, Section 4.3.1].

Finally, we discuss the universality (see Appendix C for def-
inition) of the kernel k in the following theorem. The definition
of universality requires defining a topology on 7. In this paper,
we equip V with the discrete topology and 7 =V x T the
product topology.

Theorem 1: If kr is a universal kernel on 7, then k is
universal on 7.

Proof: Consider an arbitrary compact set Z; CV x T,
and define Z, such that {v} x Z, = Z; N ({v} x T). By using
the finite-cover definition of a compact set, we note that Z, is
compact in 7. Consider an arbitrary h € C(Z;), where C(Z)
is the space of continuous functions on Z; equipped with the
supremum norm. Let h, :=h \{U}X z,. Due to the universality

IEEE TRANSACTIONS ON SIGNAL PROCESSING

of kr, for any € > 0, there exists h, € span{kr(-,t):t € Z,}
such that ||k, — hy(v,)|le(z,) < e Let B := N 8(v,)hl,.
Then, we have ||[h’ — h||¢(z,) <e. On the other hand, since
K is positive definite, K¢ is invertible. Therefore, there ex-
ists {ay, } such thatd(v, -) = Zﬁle aynka(n,-),ie.,0(v,-) €
span{kg(n,-):n=1,...,N}. Let K(Z;) be the closure of
span{k(-, (u,s)): (u,s) €V x T} in C(Z;). By combining
the above results, we conclude that A’ € K(Z;) and the uni-
versality of k follows by KC(Z;) =C(Z). O

The universality discussed in Theorem 1 is different from
that in [33, Theorem 2], which established universality for the
following operator-valued kernels:

K:X x X L)
(X17X2) — k’s(Xl,Xg)T

where ¥ C L?(J)and Y C L*(J), ks : X x X — Ris areal-
valued RBF kernel, £()) is the space of linear operators on ),
and T € L(Y).

We note that Theorem 1 cannot be derived from [33, Theo-
rem 2] and vice versa. First, the kernel domain in this paper is
in J x J instead of L?(J) x L?(J). For simplicity, consider
the case where 7T is a singleton, so that ) x T can be identified
with V. If we use the kernel in [33, Theorem 2] and let X =V,
then it is required that ) is a real (or complex) separable Hilbert
space. However, as long as 1 < |V| < oo, this is impossible.
Second, the output of the kernel in this paper is in R instead
of an operator space, hence none of these two formulations
encompasses the other.

B. Bayesian Interpretation

We now turn to the Bayesian interpretation where f ~
GP(0,k) and e,  N(0,02) in (1). Let (Q,F,P) be
the underlying probability space, where F stands for the
o-algebra of the space. We regard J =V x 7 as a mea-
sure space whose measure is the product measure of count-
ing measure on )V and the measure 7 on 7. We denote this
product measure as (. To be specific, f is a stochastic pro-
cess {f((v,t),w): (v, t) € J,we Q}. We make the follow-
ing assumptions:

Assumption 2:

i) f((v,t),w) is jointly measurable w.r.t. the product mea-

sure ( X IP.

i) f(-,w) € L*(J) for all w € Q.

Under Assumption 2, f is a Gaussian random element
(cf. Theorem B.1). Henceforth, we abbreviate f((v,t),w) as
f(v,t) for simplicity and consistent notations. First, we note
that under the time-vertex framework, the Gaussian process
(GP) prior GP(0, k) is a JWSS graph random process (GRP).
A stochastic process f on V x T is said to be JWSS if its
covariance operator commutes with the shift operator S :=
A ® Ay on L2(J) [32, Definition 2], where A is the shift
operator on L?(7). Consider the case where 7 = {1,...,T},
and K1 = (k7(i,7)) € RT*T is a symmetric positive-definite
circulant matrix. Then the covariance operator of GP(0, k) is
C; =K¢ ® K7. Let Ay be the shift operator

An(g)(t) = g((t + 1) mod T),

Authorized licensed use limited to: Weizmann Institute of Science. Downloaded on May 12,2024 at 02:44:58 UTC from IEEE Xplore. Restrictions apply.
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which models the case where the vertex observation is a
discrete-time signal with 7' time steps. Since K is a cir-
culant matrix, it commutes with A4. On the other hand, by
the construction of the kernel kg in (4), we know that K
commutes with Ag. Therefore, C; commutes with the shift
operator S = A ® Ay, hence GP(0, k) is a JWSS prior.

Example 1: The GP prior generalizes the GPG framework
[17], which defined a GPG as a vector-valued GP whose co-
variance matrix takes the form

cov(s,t) =

k7 (s, t)B(a),
B(a) = %

(In +aL)™ := (B(a)i;),

where a > 0 is a parameter and L is the graph Laplacian matrix.
We see that this covariance structure corresponds to a GP prior
in L?(J) with kg (i,7) = B(a);;. The GPG also assumes that
each observation is (t,x), where x is a complete graph signal,
while in (5) we allow the observed graph signals to be incom-
plete. Therefore, this generalization allows us to reconstruct
the generalized graph signal when the observations come from
different subsets of vertices at different instances.

We next consider the posterior. The observations
{(Vmstm,ym)} are denoted as Dipin. According to
Appendix C, the maximum a posteriori (MAP) estimator
is given by (6) with u=o02% Since f is a GP, (6)
is also the posterior expectation given Dipain, 1.€.,
f(v, t) =E[f(v,t) : Dirain]. The posterior variance can
be calculated by

var(f(v,t) | Dirain)
=k((v,t), (v,t)) — KT (K(S,S) + 0I3,) 'k,

where k := (k((v,t), (v1,t1)),...,k((v,t), (Um, tyn)))T. This
observation indicates that the time-vertex signal reconstruction
approach is a special case of the KRR-GGSP approach.

Example 2: In the time-vertex signal reconstruction problem,
the observed signal X, € R™V*7 is an incomplete and noisy ob-
servation of the original signal X, € RV*7' The mask matrix
is TIs € {0, 1}V <. The paper [15] formulated the graph sig-
nal reconstruction via Sobolev smoothness (GTRSS) problem
as follows:

12)

X, = arg min ITIs ® X — XO||%

+ ppy tr((XDp,)T(L 4 oI)’XDy,)
= argmin [[IIs ® X — X(,||§
XERNXT

+ pry vee(X)T(D, D) @ (L + aI)? vec(X), (13)

where Dy, is the first order difference operator

c RTX(T-1)
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For ease of further analysis, we slightly modify (13) to be

X, = argmin ||[lIs ® X — X, |5
XERNXT
+ prv vee(X)T (DD} + 5,I) @ (L + aI)” vec(X),

(14)

where d, >0. We also assume that diag(vec(Ils))+
(D;,D]) ® (L + oI)? is full-rank. It can be shown that the
solution to (14) can approximate that of (13) arbitrarily well
as long as 4, is small enough.

We consider problem (14) under a Bayesian setting. Let
the prior of vec(X,) be a Gaussian random vector with
zero mean and covariance ((D]Dj + 6,I) ® (L + aI) )t
In other words, if we let k7 (s,t) = (D,D], + 4, )St, and
Kg = (L+al)7?, then X, = (X,(v,t)) is a GP with co-
variance cov (X, (u, s), X, (v,t)) = kr (s, t)ka(u, v). Suppose
the noise is i.i.d. with variance prv, then the objective func-
tion in (14) is the log-likelihood of the posterior p(X, | X,)
(up to a constant):

- IOg(p(Xr | Xo)) = _(log(p(xm Xo)) - log(p(Xo)))
—(log(p(X, | X)) + log(p(X;)) — log(p(Xo)))

1
= — |Hs ©X, — X7
Hrv
+ vee(X,)T(Dy D] + 6,I)

-+ const,

@ (L + aI)? vec(X,)

where const is a constant independent of X,.. Therefore, the
solution to this problem is the MAP of X, given X,,. According
to the Bayesian interpretation in Appendix C, this MAP estima-
tor X, = (X,(v,t)) is the solution (6) of KRR-GGSP where
kr(s,t) = (DD} 4 6, )St,s te{l,2,....,T},Kg=(L+
al)™?, and p = pry.

From Example 2, we see that the GTRSS problem can be
understood as using a specific kernel in the time domain. In the
following, we show that since this kernel depends on the num-
ber of discrete time steps, it is sensitive to the sampling rate.

Consider the case where V is a singleton and 7 = [a, )] is a
closed interval, so that the signal f : )V x 7 — R can be identi-
fied with a signal f : [a, b] — R. Without loss of generality, let
[a, b] = [0, 1]. Suppose f is evenly sampled with interval length
A. We denote the kernel from Example 2 as kGTRSS(& t;A) =
(DD} +5,I)%" 1.4 ,where s, t € {0, A,2A, ..., 1}. This leads
to the problem that the prior distribution as51gned to the signal
relies on the sampling frequency. According to the Bayesian
interpretation (cf. Appendix C), by using this kernel, we have
assumed a prior distribution on f. We now examine the cross-
correlation of the prior between f(0) and f(1), i.e

COV(f(0)7 f(1))
\/var( )var(f(1))
_ kGTRSS(Oa LA)
Vkarrss(0,0; A)kgrrss(1, 1; A)
By calculating this quantity with different values of A, we

find that it is highly related to the sampling frequency (see
Fig. 2). Specifically, when the sampling frequency is large

corr(f(0), f(1);A) :=

Authorized licensed use limited to: Weizmann Institute of Science. Downloaded on May 12,2024 at 02:44:58 UTC from IEEE Xplore. Restrictions apply.
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Fig. 2.

The prior correlation coefficients corr(f(0), f(1); A) as a function
of % + 1 (i.e., number of time steps) with J, = 10 5

enough, the prior correlation between f(0) and f(1) tends
to zero. Instead, if we use other kernels k7 which does not

depend on A (e.g., the RBF kernel), then the prior cross-
k1 (a,b)

V7 (a,a)kr(b.b) L _
counts for the failure of GTRSS on datasets with high sampling

frequency, while KRR-GGSP with RBF kernel works well (see
Section V-B). This is essentially because the scale parameter in
GTRSS kernel relies on the sampling frequency, while that in
RBF kernel does not. Therefore the RBF kernel has one more
degree of freedom than GTRSS kernel. Hence by using more
flexible kernels, we can expect better reconstruction results.

correlation does not depend on A. This ac-

C. Online and Distributed Implementation

We now consider the online learning problem where the
data stream {(v,,tm,ym)} arrives sequentially. Upon each
arrival of (v, t,, ), the learner provides a distributed prediction
of f(vyn,tm), i.e., the update and evaluation steps are imple-
mented by each vertex exchanging information with its neigh-
bors within a certain number of hops. After that, y,,, is observed
and the error is measured by comparing the prediction with y,,,.
The estimator of f(v;,, t,, ) cannot depend on y,,,, and the error
is used to update the learner for the next prediction. Problem
(5) can be adapted to this setting via RlFFs [24] when k1 is a
RBF kernel. Denote the columns of K2 by [p1,...,pn], and
write p, = (P1,v, - - -, PN,w)T. For the kernel k, the RFF can be
constructed as

77(117 t) =pPv® Z(t),
where z(t) € R is the RFF of the kernel kr, i.e.,
Elz(s)Tz(t)] = k7 (s, t). By the construction of n(v,t), we
have E[n(u,s)™n(v,t)] = k((u,s), (v,t)). The reconstructed
signal is then frer(v,t) = cTn(v,t). Problem (5) is therefore
converted to the linear regression problem [23, (7)]:

M
i = ™1 (Vm, tim) — Ym) 5. (5
_min_g(c) mzzjl(c N, tm) = ym)® + pllef3. (15

Alternatively, if we define g,,,(c) := (c")(Vym, tm) — Ym)? +
£|c||3, then (15) turns out to be

(16)

ceERNF

min_q(c) = 3 gu(c).
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The evaluation of frer(v,t) = c™n(v,t) can be distributed.
To illustrate this, write ¢ = (c],...,c})T whelre c, €RF n=
1,...,N. Since k¢ takes the form (4), K2 can be repre-
sented as a polynomial of Ag of degree Lo, so that p, , =
0 for all u ¢ Np,(v). Then for any input (v,t), n(v,t) =
(p1.02(t)T,. .., pn.o2(t)T)T, frer is evaluated by

frer(v,t) = Z ClPu,vz(t),

uGNLO (v)

which only requires information from N7, (v).

Problem (15) can be solved in an online and distributed
way by stochastic gradient descent (SGD). To be specific, sup-
pose the datastream is {(Vyn, tym, Ym) :m=1,2,...}. At the
m-th step, we approximate Vg with the instantaneous sample
(Vs By Ym):

Vi = 200 tm) = YN ) + 217
Note that y,, — CTn(Umvtm) =Ym — fRFF(’Umvtm) =&y, is
the approximation error at the current sample point (vy,, ty,).
We can update c at the m-th iteration via

™ =cm=Y 0V, =0,V 4 026,11 (0, tm),
(17)
where 6,01, 60> > 0. Note that:

* V@, is Lipschitz continuous with Lipschitz
constant Lip,, = 2[n(vm, tm) || + 245. Define
Lip,, . = maxy, Lip,,.

* ¢, IS convex.

e ¢ is 2u-strongly convex (cf. [38, Lemma 2.12]).

According to [38, Theorem 5.7], if 6 € (0, m), the con-

vergence rate of SGD is linear when 1 > 0. Since p,,, only
has non-zero entries in N Lo (Um), and é,, can be evaluated in
a distributed way, we see that (17) is an online and distributed
update. This is always achievable when k7 is a RBF kernel.

IV. CoNDITIONAL MSE OF KRR-GGSP IN THE
BAYESIAN FRAMEWORK

In this section, we consider f ~ GP(0, k), i.e., the Bayesian
framework considered in Section III-B. We derive the MSE
of the estimate given by KRR-GGSP at a particular node
vo €V and time tg € T, conditioned on an observation set
{(Vms timyYm) :m=1,..., M}. To be specific, we analyze

var(f(vo, to) [{(vm, tm, ym)})
=E[(f(vo, to) = f(v0,t0))? [ {(vm), tm, Ym)}]

under the scenario when the noise energy is unknown, and the
MSE is hard to compute when M — oo as it involves taking
the inverse of the kernel matrix of the observations. We study
the dependence of the MSE on the graph structure when a
subset of vertices have dense observation samples (M — c0).
The asymptotic MSE and its upper bound can be used as a
criterion to choose an optimal sampling vertex set.

We consider the asymptotic MSE of inference for f(vo, to),
i.e., the limit of (18) when M — oco. Note that if we allow
uniform sampling on every vertex with an ever-growing sample

(18)
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Fig. 3. The uniform exclusive sampling scheme with My = 5. The blue
circles denote S(Mp), and the red triangle is (vo, to).

size, then it is known that the posterior variance will uniformly
converge to 0 [39]. In order to examine the effect of leveraging
information from other vertices in KRR-GGSP, we consider the
case where there are no available sample points on {vg} X T,
and the value of f(vg,t) is to be estimated.

Mathematically, let S(v; M) be a set of My samples i.i.d.
from Unif({v} x T), where v € {vg }€. The sample set S(My)
is then obtained by S(Mo) = U, y3c S(v3 Mo). This sam-
pling scheme is illustrated in Fig. 3, and we call it uniform
exclusive sampling. In practice, this scheme mimics the scene
where only limited knowledge can be obtained from a certain
vertex, and an inference for that is desired.

For ease of notation, we define Js := {vp}° x T. We write
y(My) to represent the observations y(S(My)) from the sam-
pling set S(My), and z to represent the restriction of f on Js.
We analyze var(f(vo,to) |y(Mp)) from two aspects: first, in
Theorem 2 we analyze the integration of var(f(vo,t)|y(Mp))
over t; then in Theorem 3 we provide an asymptotic upper
bound for var(f(vg, to) |y (Mp)).

Let 7 be a subset of 7. We consider the following integration

/T var(f(vo, £) | y(Mo)) dr(t), (19)

which represents the conditional MSE of the KRR-GGSP es-
timator over 7y. Intuitively, when M tends to infinity, the
situation can be interpreted as f on [Jg is known and can be
utilized for inference. We formally address this in the follow-
ing theorem:

Theorem 2: Under Assumption 1, the limit posterior covari-
ance of f(vg,t) over Ty converges:

LA var(f(vo,t) | y(Mo))dr(t)
0= J g
= / var(f(vo,t)|z) dr(t). (20)
To
Proof: See Appendix D. 0

From Theorem 2 we know the limiting posterior variance
given an infinite number of sample points. This result can also
be applied when only a subset of vertices have dense samples.
In that case, the right-hand side (R.H.S.) of (20) becomes an
asymptotic upper bound by letting z be the restriction of f on
the vertices with dense samples. Moreover, we can get a rough
idea of the behavior of var(f(vg,to)|y(My)) if we consider
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the following sequence of continuous functions

o (@) i= {; St Vr(F (00, ) [y (Mo)) dr (). >0
’ var(f(vo, to) [ y(Mo)), a=0

where B(tg, ) is the open ball centered at to with measure
. Specifically, by [39, Theorem 3] we note that ppz, () is
a monotonic sequence, i.e., pas, (@) < pM(f)(oz) if Moy > M|.
According to Theorem 2, the limit function of pjz, («) is

1

ple) = Jim_pua(e) =0 [ (0,02 dr(e)

when o > 0, and

p(0) = lim var(f(vo,to)|y(Mo)).

My— o0

Therefore, if we assume that the limit function of pys, (@) is

continuous w.r.t. & and var(f(vp,t)|z) is continuous w.r.t. t,
then p(0) = lim, 0 p(v) = var(f(vo, to) | 2), i.e.,

lim var(f(vo,to)|y(Mo)) = var(f(vo,to)|z).

My—o0

2

From (21) we know that, although var(f(vg,to)|y(Mp))
is random due to the randomness of S(Mjy), its limit
var(f(vo,to) | z) is a deterministic quantity when My — co.
In addition, it can be shown by Lemma D.3 that

var(f(vo,to) | f(Q))
— var(f(vo, to) | 2) + var(E[f (vo, to) | 2] | (Q))
> var(f(vo, to) | 2),

for arbitrary finite set Q C Jg. Therefore, according to (21),
var(f(vo,to) | f(Q)) can always serve as an upper bound
for var(f(vo,to)|y(Mop)) when My is large enough. Since
Q is finite, var(f(vo,to)| f(Q)) may be numerically com-
puted. In contrast, We note that the quantities in (20) in-
volve the pseudo-inverse of a possibly infinite-rank operator
(cf. Lemma D.5), which may be difficult to numerically com-
pute. Consider the case when Q = Ny (vg) X {to} where d € N
is the number of neighborhood hops. Let N := |Ny(vg)]|. For
simplicity, we introduce the following notations:

ke (vo, Ng) := (kG(UOv'U))UEV\{Uo} eRM
K (Nas Na) = (ke (1, 0))u vev (v} € RN
l(vo, d) := ka(vo,vo)
— ke (v0, Na) K6 (N, No) ™ e (v0, N,

so that

var(f(vo, to) | £(Q)) = k7 (to, to)l(vo, d).

To provide an explicit upper bound for (18), we derive an
asymptotic bound with a convergence rate for the posterior
variance which is locally computable.

Theorem 3: Suppose T is a compact subset of R” whose
boundary set has measure zero, and t( is an interior point of
T. Suppose kg is Lipschitz continuous on 7. Let d € N.
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For any arbitrary ¢ € (0, 1) we have
var(f(vo, to) | y(Mo)) < k7 (to, t0)l(vo, d)
1
+ (Cieg ' + Cocd) M, *P77

—_2
+ C3COM0 spt 22)

with probability at least

Ng

1 1
1—-Z=

1
2 (1 _ CO)QCDMO3D+1

(23)

Proof: As the proof is tedious and technical in nature, it is
provided in Section SIII in the supplementary. |
We note that when k7 is RBF kernel, k7 (to,to)l(vo,d)
only depends on the graph structure. In other words, if we are
allowed to select a subset of vertices V' C V to recover the
signal on vy, then it is preferred that the subgraph with vertex set
V' |U{vo} has a small I(vg, d). Theorem 3 indicates a trade-off
between the quality and confidence of the upper bound (22).
From the proof of Theorem 3, when the number of samples
in a small neighborhood of every (v,to) € Ny(vg) x {to} is
larger than a threshold my, the conditional variance of f(vg, to)
given these samples is approximately var(f(vo,to)|f(Q)).
However, the probability that this event happens is smaller
when we require more vertices to at least mg samples in their
neighborhoods. This explains why the probability lower bound
(23) decreases as N4 increases. On the other hand, for a fixed
(vo, to), a larger Ny(vg) indicates a better asymptotic upper
bound for var(f(vo, to) | y(Mp)), i.e, [(vg, d) decreases with a
larger Ny (vo). This is because (v, d) is a conditional variance
of a Gaussian random variable by definition, and it is known that
when we condition on a larger set of Gaussian random variables,
the variance decreases [39, Lemma 9].

V. NUMERICAL EXPERIMENTS

In this section, we conduct experiments to illustrate the the-
ory and methods of the KRR-GGSP approach. In the experi-
ments, 7 is an interval, and the target signal is a function on
VY x T. In the datasets, the target signal is downsampled on
every vertex. We aim to reconstruct the target signal from the
randomly selected samples with additive noise. We compare the
following algorithms in the experiments:

1) KRR-GGSP. We reconstruct the signal using (5) with the

tensor product kernel (3). We set K¢ = a(L — AnI)? +
bI such that

a(M —An)?+b=1, (24)

and 0 <b<1 is a tunable parameter. This parameter
setting ensures that 1=7r(A1)>--->r(Ay)=0b (cf.
(4)). We set ky to be the RBF kernel ky(s,t)=
exp(—|s — t|>/Bscatle)s Where Bicale iS a tunable
parameter.

2) Isolated KRR. We recover the signal on each vertex
separately using KRR (cf. (36) and (8)). In Section III,
we have shown that this method is equivalent to using
K =1 in KRR-GGSP, i.e., fixing b =1 in (24).
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3) GTRSS. We recover the signal using (13), where v,
and 3 are tunable parameters.

4) Graph recurrent imputation network (GRIN). We imple-
ment this method using the Spatiotemporal library [40].

5) Bandlimited-GGSP. We recover the signal using (11),
where B’, B” and p are tunable parameters. The eigen-
values (A, ) and ~; in (11) are set to be 1.

A. ECoG Dataset

We test the reconstruction performance of KRR-GGSP on
an ECoG multivariate time series dataset.* This dataset con-
tains measurements from 76 electrodes on an epilepsy patient
during both ictal and pre-ictal periods [41]. We make use of
the data from 2 ictal periods. Each period lasts 10 seconds
with a sampling rate of 400 Hz. Therefore, the dataset we
use is a 76 x 8000 matrix. We use the last 320 time steps for
testing and the 160 time steps before the test set for training.
We add additive white Gaussian noise (AWGN) to the dataset
and randomly mask the data so that both training and test
sets are incomplete and noisy. We test the recovery perfor-
mances of KRR-GGSP, GTRSS, isolated KRR and GRIN on
this dataset.

Except for the isolated KRR method, all other methods rely
on a graph structure. To construct the graph, we first use the
isolated KRR to roughly reconstruct the unknown signal values
on 160 time steps in the training set, and then calculate the
correlation coefficients of these recovered data. We regard two
electrodes as connected if the correlation coefficients between
them are larger than 0.5. We set the edge weights to be the
correlation coefficients. For GRIN, the training set is used for
model training and validation. Besides the small training set
with 160 time steps, we also show its performance trained on
all available training data from the dataset, i.e., 7680 time steps.
For other methods, the training set is used for tuning parameters.
The recovery performance is measured by the relative error

E[(f(v.t) — f(v,1))*]

(25)
E[f(v,1)?]
Similarly, we define the noise level to be
E[€?]
—_—. (26)
E[f(v,1)?]

The recovery results are shown in Fig. 4. We observe that
KRR-GGSP shows good recovery results and outperforms other
methods. Since KRR-GGSP has a tunable kernel in the time do-
main, it shows better performance than GTRSS. This effect can
be better observed in Section V-B. The isolated KRR method
has a tunable kernel, but it is not able to take advantage of the
graph structure, hence is outperformed by KRR-GGSP. Here,
we show the performance of GRIN trained with 7680 time
steps. We remark that the deep learning method GRIN requires a
sufficiently large training set to obtain reasonable results. When
the training set is as small as 160 time steps, GRIN does not
yield reasonable reconstruction results. Since the bandlimited-
GGSP method does not have comparable performances with

“https://math.bu.edu/people/kolaczyk/datasets.htm]
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(a) Reconstruction performances under different missing value probabilities. The
noise energy of AWGN is set to be 0.01 of the signal energy.
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(b) Reconstruction performances under different noise levels (cf. (26)). The
missing value probability is set to be 0.5.

Fig. 4. Comparison of different reconstruction methods on ECoG dataset.
Each point in the figure is obtained by 20 repetitions.

the other methods (when noise level = 0.01 and missing value
probability = 0.5, its imputation error is 0.28), we do not show
its performance here.

B. Intel-Lab Temperature Data

We test the reconstruction performance of KRR-GGSP on
the Intel lab temperature dataset illustrated in Fig. 1. In this
experiment, we use the data from the first and second days.
Since there are 86400 seconds in a day, the entire dataset we
use is a b4 x 172800 matrix. Here we remark that since the
sampling rate of each sensor is much smaller than 1 Hz and
not uniform, only 1.93% of the entries are non-null. Therefore,
this dataset is very sparse. We identify the temperature records
outside the upper 99.92% quantile and lower 0.001% quantile
as outliers and discard them. We subtract the mean value of
all observed temperature records from the dataset. We treat
each sensor as a vertex and construct a 5-NN graph using their
locations. We use half of the first day’s records for training and
the second day’s for testing. As in Section V-A, we add AWGN
to the data and assign a random mask. In this experiment, the
noise energy is set to be 5% of the signal energy. We compare
the methods as described in Section V-A with performance
measurement (25).

2317

—#— KRR-GGSP
—o— Isolated KRR
—A— Bandlimited-GGSP

Relative MSE

0.02 0.04 0.06 0.08 0.10 0.12 0.14
Observation ratio

Fig. 5. Reconstruction error under different proportions of samples to be
used for reconstruction. Each point in the figure is obtained by 10 repetitions.

From the result in Fig. 5, we observe that KRR-GGSP
outperforms the isolated KRR and bandlimited-GGSP. This
indicates that by utilizing infinitely many features, the recon-
struction performance can be improved. On this dataset, GRIN
and GTRSS fail to yield reasonable results. For example, when
the observation ratio is 0.15, GTRSS has relative MSE around
0.8, and GRIN has relative MSE around 1.0. For GRIN, this is
mainly due to the sparsity of the available data in the dataset.
For GTRSS, this is due to the improper prior assumption on
the dataset.

C. COVID-19 Case Prediction

We use the online reconstruction method in Section III-C to
predict COVID-19 cases using only historical data. We use the
data from The New York Times, based on reports from state
and local health agencies®. From this dataset, we retrieve the
records from California’s 58 counties, starting from the first
day when all counties have cases reported so that there are 886
days in total. We treat each county as a vertex and connect
them if they are adjacent geographically. We set the datastream
and prediction rule as follows: on each date ¢, we randomly
choose a subset of vertices Vg = {v1,...,v0} CV such that
the learner is assumed to have access to y(Vs x {t}). Besides,
for each date ¢, the sample points {(v;, t, y(v;,t))} are observed
sequentially, one datum at a time.

We compare the online KRR-GGSP with several existing
online and distributed reconstruction methods. The implemen-
tation details are the following:

1) Online KRR-GGSP. For each (v;,t) € Vg x {t}, we first
calculate the prediction f'RFF (v, t). Then we compute the
error é; =y (v, t) — fRFF(vi,t), and update the predic-
tor by (17). Then for each (v;,t) € V§ x {t}, we also
make predictions and compute the error, but will not
update the predictor since the learner is not supposed
to have access to the observations on them. We set
K¢ = g(L)?, where g is a polynomial of degree one
such that g(A;) =1,9(Any) =0.4. We let kr(s,t) =

Shttps://github.com/TorchSpatiotemporal/tsl
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Fig. 6.  Prediction error under different proportions of vertices to be sampled
for learning. Each point in the figure is obtained by 10 repetitions.

exp(—(s — t)?/Bscale)» Where Bscale is an adjustable pa-
rameter. We set the dimension of z(t) to be 60.

2) Online isolated KRR. This is implemented by letting
K =1 in the online KRR-GGSP method.

3) Online GTRSS. This method is a generalization of [14,
(35)], by replacing L with (L + oI)?. Let f/ € RY be the
estimation of f; = (y(1,¢),...,y(N,t))T after observing
I samples on date t. The samples are denoted by y! €
RY such that the unobserved entries are zero. We write
m! to denote the mask after observing [ samples on date
t. Let f't_l be the estimation of f;_; after observing all
available samples on date t — 1. Then the update rule goes
as follows:

fl=f"—pmiof ' -yl

— AL+ )P —f0). @)

When the [ + 1-th samgle arrives, we eyaluate the er-
roré; = y(UH-y t) — f(vi41,t), where f(vj41,t)isthe
viy1-th entry of f}. A\, y, o and 3 are adjustable parame-
ters in this method.

We show the best performance of the methods with different
parameters in Fig. 6. The error measurement is (25). We observe
that the online KRR-GGSP method outperforms other online
and distributed methods. We also tested the ARMA method
on each vertex, but due to the missing values, it usually fails
to converge and yields unstable results. For example, when
the proportion of observed vertices is 80%, the ARMA(2, 0, 2)
model fails to converge on about 29% vertices, and the predic-
tion error on each vertex varies from 0.004 to 665 x 10%.

VI. CONCLUSION

In this paper, we devised a signal reconstruction approach for
GGSP, yielding a predictor that can be computed in a distributed
fashion. We interpreted this approach in both deterministic and
Bayesian aspects and cast it as an extension of existing frame-
works. In the former case where the signal is a deterministic
function, we showed that the approach imposes smoothness on
the reconstructed signal. In the latter case, the signal is regarded
as a GP, and we analyzed its moments. By utilizing RFF, the
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reconstruction approach can be implemented online, and the
evaluation is still distributed.

We provided statistical analysis on the predictor. Under the
uniform exclusive sampling scheme, we derived the limit of
the posterior variance and provided a numerically computable
upper bound for it. We verified the KRR-GGSP approach by
numerical experiments. By testing KRR-GGSP against existing
methods on real datasets, we validated that introducing the
graph structure and the product kernel improves reconstruc-
tion performance.

APPENDIX A
PRELIMINARIES: GGSP

In GSP theory, typical choices of the GSO are the adjacency
matrix, Laplacian matrix L, and their normalized versions.
We assume a normal GSO denoted as A. Let A = PAPT be
the eigendecomposition of A, where ® = [¢, ..., ¢ ] con-
sists of orthonormal eigenvectors and A = diag(A1,...,An).
Without loss of generality, we assume that {)\;} is indexed
in increasing order of the graph frequencies, i.e., ¢, is the
eigenvector with the highest frequency. The GFT is then defined
as the Euclidean inner product with the orthonormal basis ®,
i.e., the operator ®T. In GGSP, due to the additional structure
in H, we further assume a shift operator (compact linear trans-
formation) A3 on . The shift operator S on R © H is then
defined as S := Ag ® Ay. In L?(J), S operates as follows:

S:L*(J) — L*(J)
N
f(’lht) = S(f)(v7t) = Z AG(Ua n>AH(f(na ))(t)a
n=1
Suppose we are given a complete orthonormal basis
{th; :i>1} C L?(T). On the space L*(J), the JFT is defined
as follows: forn=1,...,Nand i > 1,

Fni: L(T) =R

N

£ 30 [ st e ane), - @9
n=1"T

where ¢,,(n’) is the n’-th element of ¢,,. Using the JFT, the

signal is decomposed in the joint frequency domain indexed by

{(nyi):n=1...,N,i>1}

APPENDIX B
PRELIMINARIES: RANDOM ELEMENTS

In order to analyze the case where f is a stochastic process
indexed by (v, t), we model f as a random element [32], [42],
[43]. Consider a probability space (€2, F, u) where F stands
for its o-algebra, and a real separable Hilbert space H with its
norm-induced Borel o-algebra 3. A random element is defined
as a measurable map w : {2 — H, which induces a probability
measure P on (H, B5) given by

P(B) = pu(w™'(B)), VB € B.

Assume that E[||w]|] < oo. The mean of w is defined as the
element my, € H such that

(myw,h) =E[(w,h)],Vh € H.
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Assume that E[||w]||?] < co. The covariance of w is defined as
the operator Cyyy on H such that

(Cwwh,h') = E[(w — my, h)(w — my,h")],Vh, h' € H.

In this paper we alternatively write my, and Cyw as E[w]
and cov(w). It can be shown that cov(w) is always compact,
self-adjoint, positive semi-definite and trace-class [43, Theo-
rem 7.2.5]. For a pair of random elements (wy,wsz):Q —
Hy x Hz which satisfies E[||(w1, wz)||?] < oo, their cross-
covariance operator is defined as the operator Cy,w, : Ho —
H1 such that

(Cwiw,ha, hi) 1], h1) (w2 — E[ws], ho)],

for all hy € H;, hy € Hy. We alternatively write Cy,w, as
cov(wy,ws). The mean element, covariance operator and
cross-covariance operator can be alternatively defined by
Bochner integral [43].

Leth; € H; and hy € Ho. We define hy & hy as the follow-
ing linear operator

h1 ® h2 T Ho — Hy
h— <h,h2>h1.

=E[(w, — E[w

Note that h; ® hs is in the space of Hilbert-Schmidt operators
from Ho to H;, which is a Hilbert space [43, Theorem 4.4.5].
Then Cy,w, can be equivalently defined as E[(w; —
E[w1]) ® (wa — E[wg])]. The conditional expectation and
covariance of a random element are defined as follows [42,
Section 11.4.1], [44]:

Definition B.1: Suppose the random element w takes values
in a separable Hilbert space H, E[||w]||] < oo, and F' is a sub
o-algebra of F. The conditional expectation of w w.r.t. 7’ is the
random element Weong € F’ such that E[||Weond||] < oo and

E[WcondIA] = E[WIA], VA e ]:,, (29)

where I4 is the indicator function on the set A. We de-
note Weona by E[w | F’]. According to [42, Proposition 4.1],
E[w | F’] always exists.

The conditional covariance is defined as

cov(wi, wa | F')
=E[(wy —E[w, | F]) ® Efws | F1) | F']
We write cov(w, w | F') as cov(w | F') for simplicity.
By the defining property (29) of conditional expectation it
can be shown that
<E[W | }—/]7 h) = ]E[<W>h> |-7:/],

(E[w1 ® wa | F'](h2),h1) = E[(w1, hi)(wa, ho) | F'], (30)
for all h e H, hy € Hi, hy € Hs. From (30) we know that
E[w | F'] is uniquely defined. Let 7" be a sub o-algebra of
F'. Like random variables, the random elements also satisfy
the property [42, Section 11.4.1]:

E[E[w | F]|F"] =

Let (Z,Fz, 1z) be a o-finite measure space. The stochastic
process {f(w,&):w € Q,& € T} can be modeled as a random
element if it satisfies regularity conditions:

(w2 —

Elw | F"].
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Theorem B.1: [45, Theorem 2] Suppose
1) fis a pu x pz-measurable stochastic process.
2) the paths of f are in L?(Z).
Then the map
Q— L*(7)
w = f(w, ) €1V}

is a random element with mean element E[f(£)] € L*(Z). Its
covariance operator Cy is the integral operator with kernel
cov(f(&,), f(&5)). Specifically, if f is GP, then (31) is a Gaus-
sian random element, i.e., composing any linear functional with
it will yield a Gaussian random variable.

If we further assume that 7 is a compact metric space
and p7 is a strictly positive Borel measure, and the function
cov(f(&;), f(&5)) is continuous on Z x Z, then it can be shown
by Mercer’s theorem [35] that

() = [ con(F(€2). 1(€2) .

In this paper we will make use of the following theorem which
is more general than Theorem B.1. The proof of it is included
in Section S1 in the supplementary for completeness.

Theorem B.2: Suppose a stochastic process [ satisfies condi-
tion 1 and condition 2 in Theorem B.1. F is a sub o-algebra of
the underlying probability space. Suppose f and E[f (&) | F'] €
L?(Q x T). Then

(32)

E[f | F]=E[f(&)]FT], (33)
cov(f|F'): L*(T) — L*(Z),

O [ cov(€2). 1€ a(E) dnrles).

(34

Let var(f(&€)|F’) be the conditional variance of the random

variable f(&). If we further assume that Z is a compact metric
space, and cov(f (&), f(&5) | F') is continuous w.r.t. (&€, &,),
then we have

tr(cov(f | F)) =E{l|f — E[f | F)|P | 7]
- / var(f(€) | F') dpz (€).

In the above formulas, the left-hand side (L.H.S.) are defined
by moments of f as a random element. The moments in R.H.S.
are defined pointwise, as functions on Z or Z x 7.

In this paper, the index set Z can be V x T or a subset of
VY x T. We always assume that the conditions in Theorem B.1
are met for the stochastic processes in concern. In this case,
we call the stochastic process f as GRP [32]. In statistical
GSP, a random graph signal is said to be WSS if its covari-
ance commutes with A [46], [47]. Analogously, in the GGSP
framework, a GRP f is said to be JWSS if its covariance
operator C; commutes with S [32].

(35)

APPENDIX C
PRELIMINARIES: KRR RECONSTRUCTION AND
INTERPRETATION

KRR is a supervised learning approach that aims to learn a
map from X to ) where ) C R. Given a set of training inputs
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and outputs, it searches for the best fitting function in a RKHS.
Given a symmetric positive semi-definite kernel

k:XxX—=)Y
(x,x") = k(x,x'),

the associated RKHS 7, is defined as the Hilbert space satis-
fying [34, Definition 1]:

1) k(-,x) €My forall x e X.

2) {g,k(,x))n, =g(x) forall x € X and g € Hy.

According to the Moore-Aronszajn theorem [34, Theorem 3],
there exists a unique Hilbert space H;, satisfying these condi-
tions. When A is a subset of Euclidean space, typical choices
for k include the polynomial kernel (k(x,x’) = (axTx’ + 1)°
with parameters a € R, b € N), linear kernel (polynomial kernel
with a =1,b=1), and RBF kernel (k(x,x’) is a function of
I — x'||0).

Given a training set {(Xm,¥Um):Xm € X, ym €Y, m =

., M}, KRR searches for an optimal function in H;, to fit

the data by solving for

M
f—argmanIf (%m) = yml> + pI (1 Fl),  (36)
fe€Hr m=1

where J(+) is an increasing function, and p is a penalty weight.
The representer theorem [48, Theorem 4.2] states that the op-
timal solution to (36) takes the form

M
F= emkl(-xm), (37)
m=1
where ¢,,, m=1,..., M, are coefficients to be determined.

By substituting (37) into (36), the problem (36) becomes an
optimization over {c,, }_,. Specifically, when J(-) = (+)?,
problem (36) is quadratic and its solution is given by

(c1y-oven)T = (K + ply) "y, (38)

where K = (k(x;,x;))_; e RM*Mandy = (y1,...,ym)T.
In the sequel, we assume J(-) = (-)? unless otherwise stated.
When k is chosen as the linear kernel, (36) is equivalent to
learning a linear function from & to ), i.e., linear regression.
It is natural to consider whether we can recover any continu-
ous function pointwise to within arbitrary fidelity with a suffi-
ciently large number of samples by KRR. This is achievable by
employing a universal kernel k [49]. Let X be a Hausdorff topo-
logical space (e.g., R) and Z C X be a compact subset (e.g.,
[a, b]). Let C(Z) be the space of continuous functions on Z with
the supremum norm. Define (Z) :=span{k(-,x):x € Z},
where the closure is taken w.r.t. the norm in C(Z). The kernel &k
is said to be universal if (Z) = C(Z) for any compact Z C X.
In other words, span{k(-,x) :x € Z} is dense in C(Z).
Problem (36) has a Bayesian interpretation. Consider a GP
w with mean function zero and covariance function k(x,x’),
denoted as w ~ QP(O k). Given the noisy observations y,, =

W(Xm) + €ms Em EYg (0, ), the MAP estimator of w(x) is
f( ) as defined in (37) and (38) for any x € X.

The readers are referred to [34], [50] for more detailed dis-
cussions on RKHS and KRR.

IEEE TRANSACTIONS ON SIGNAL PROCESSING

APPENDIX D
PROOF OF THEOREM 2

In order to prove Theorem 2, we introduce the following
definitions and lemmas. The proofs of the lemmas are included
in the supplementary for completeness.

Let xq be the restriction of f on {vg} x 7o, and Cy, |y :=
cov(xg | y(Mp)). Note that (19) can be equally written as
tr(Cx, |y) (cf. (32)). Based on this observation, we analyze the
asymptotic behavior of Cy |y .

We compute the covariance operators C,, and C,y, for
later use:

C..: L*(Js) — L*(Js)
+—>/ Z ke (v, u)kr(t,8)g(u,s)dr(s),
ue{vo}c
Cox, : L*(To) — L*(Js)

90) > [ ko, 0)br(t s)g(en,5)drs). (39)
To
Define the integral operators

H:L*(T)— L*(T)

'—>/k7-ts dr(s),

q(-)
H,: L*(To) — LA(T
g(-) =

To
Define K¢ .« as the submatrix of K without the vg-th row

and the vop-th column. Let k¢ o. be the vp-th column of K¢
but without the vg-th entry. Then we have

kr(t,s)g(s)dr(s).

sz — KG,** & Hv

szU = kG,O* 0y HO- (40)

Lemma D.1: Suppose a sequence of operators { C,, } on a sep-
arable Hilbert space 7, all of which are compact, self-adjoint,
positive semi-definite and trace-class. Suppose J is a bounded
linear operator from H to G, where G is also a separable Hilbert
space. If lim,, o, tr(C,,) = 0, then lim,,_,, tr(JC,,J*) = 0.

Lemma D.2: Suppose w is a random element in {1, and wo
is a random element in Ho. 71 and Ho are separable Hilbert
spaces. F' is a sub c-algebra of the underlying probability
space. Suppose wy € F', then we have

Elw; ® wy | F']
E[Wg ® wWq ‘]:/]

= ]E[Wl |./T"/] @Wg,
= Wy @]E[Wl |]:/]

Using Lemma D.2 we can simplify the definition of condi-
tional covariance operator as

cov(wy, wy | F')=E[w; ® wy | F'|—E[w; | F'|@E[wz|F].

Lemma D.3: We have
Cy, |y = Elcov(xq | z) | y(My)] + cov(E[xq | z] | y(Mo)).

Lemma D.4: Let Cy |
of z given y (My). Then lim s, o0 tr(C

be the conditional covariance operator

z|y) = 0 almost surely.
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Lemma D.5: The conditional expectation and covariance of
X given z are as follows:

]E[XO |Z] = (CZZCXOZ)*Z?

cov(x0 | 2) = Cx, — CxyzCLClas (41)
where the operator C},C,,, is bounded.
Proof of Theorem 2: We can rewrite C, | as follows:

Cx, |y = Elcov(xo | 2) | y(Mo)] + cov(E[xo | z] | y (Mo))
=cov(xg|2z) + cov(CszClzz |y (My))

=cov(xg|2z) + Cl,Cxy2Cy |y (Cl,Cxoz)".  (42)

The first equality holds by Lemma D.3. The second equality
holds by the fact that cov(xg|z) is deterministic. By taking
trace and limit on (42) we have

]\/[loirﬁnoo tr(Cy, |y — cov(xo | 2))
o i t *
]W{jlgloo tr(szCszCz | Yy (sz CXOZ) )

From Lemma D.1 and Lemma D.4 we know that the R.H.S.
tends to zero. By writing cov(xg | z) as (41) and using (34) we
conclude the proof.
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