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Abstract—In this paper, we investigate a multiple-input
multiple-output (MIMO) integrated sensing and communication
(ISAC) system under typical block-fading channels. As a non-
trivial extension to most existing works on ISAC, both the
training and transmission signals sent by the ISAC transmitter
are exploited for sensing. Specifically, we develop two train-
ing and transmission design schemes to minimize a weighted
sum of the mean-squared errors (MSEs) of data transmission
and radar target response matrix (TRM) estimation. For the
former, we first optimize the training signal for simultaneous
communication channel and radar TRM estimation. Then, based
on the estimated instantaneous channel state information (CSI),
we propose an efficient majorization-minimization (MM)-based
robust ISAC transmission design, where a semi-closed form
solution is obtained in each iteration. For the second scheme,
the ISAC transmitter is assumed to have statistical CSI only for
reducing the feedback overhead. With CSI statistics available,
we integrate the training and transmission design into one single
problem and propose an MM-based alternating algorithm to
find a high-quality solution. In addition, we provide alternative
structured and low-complexity solutions for both schemes under
certain special cases. Finally, simulation results demonstrate that
the radar performance is significantly improved compared to
the existing scheme that integrates sensing into the transmission
stage only. Moreover, it is verified that the investigated two
schemes have advantages in terms of communication and sensing
performances, respectively.

Index Terms—Integrated sensing and communication (ISAC),
multiple-input multiple-output (MIMO) channel estimation, ro-
bust transmission, joint training and transmission optimization,
mean-squared error (MSE).

I. INTRODUCTION

Integrated sensing and communication (ISAC) has become

an emerging and promising technique for future wireless

networks, aiming to realize the integration of reliable com-

munications with high-accuracy sensing [1], [2]. Compared

to conventional separate communication and radar systems,

ISAC can reduce implementation costs and enhance spectral

efficiency by sharing the hardware platform and spectrum [3]–

[5], which also brings new challenges to system design.

To achieve ISAC and fully exploit its advantages, various

physical-layer transmission techniques have been proposed in

recent years [3]–[5]. In particular, multi-antenna beamforming

plays a critical role in both multiple-input multiple-output
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(MIMO) communication and MIMO radar systems, which has

also attracted considerable research interest in MIMO ISAC.

For example, motivated by the fact that the performance of

MIMO radar highly relies on the beampattern of the probing

signals [6], the authors of [7]–[10] performed the beamforming

design in MIMO ISAC by manipulating the beampattern of

the transmit signal. Concretely, the transmitted ISAC sig-

nal is designed to satisfy communication requirements and

meanwhile fulfill additional restrictions on the beampattern,

such as minimizing beampattern matching error [7], [8] and

guaranteeing minimum beampattern gain [9], [10], to ensure

the sensing performance. ISAC beamforming has also been

widely studied when considering more specific sensing tasks,

e.g., target detection and parameter estimation. For example,

in [11]–[13], the authors investigated ISAC transceiver beam-

forming design for achieving simultaneous communication and

target detection, where the radar receive signal-to-interference-

plus-noise ratio (SINR) is chosen as the sensing performance

metric, since the target detection probability is monotonically

increasing with respect to the receive SINR [14]. The authors

of [15] minimized the Cramér-Rao bound (CRB) of the target

parameter estimation for MIMO ISAC, while ensuring the

communication SINR. These works all assume availability of

accurate instantaneous channel state information (CSI) through

a dedicated channel estimation process.

In fact, CSI acquisition is an important task for MIMO

communications and MIMO ISAC. Owing to the presence

of noise and limited pilots, perfect CSI is difficult to obtain

in practice. Moreover, the CSI feedback overhead is also a

detrimental factor for frequency-division duplex (FDD) MIMO

systems. Various possible solutions have been proposed to

address these issues, which can be classified into the fol-

lowing three aspects: 1) training signal design for improving

channel estimation accuracy; 2) robust transmission design

for alleviating the impact of imperfect CSI; 3) statistical

CSI-based design to avoid the high-overhead instantaneous

CSI feedback. The literature review for these aspects in both

MIMO communications and MIMO ISAC are elaborated in

the sequel.

Training signal design has been widely investigated in

MIMO communications [16], [17]. However, to avoid the

performance degradation of the communication channel esti-

mation, in most existing ISAC literature the training signal is

utilized to estimate the communication channel only, without

considering the possible incorporation of sensing. Inspired by

the similar goals of radar target response matrix (TRM) and

communication channel estimation, it is natural to consider

http://arxiv.org/abs/2406.03888v1
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TABLE I
COMPARISONS WITH EXISTING RELATED ISAC WORKS

Study
Reuse training Training Transmission Joint

Main contribution
signal for sensing design design design

[7]–[15] ∗ Optimize ISAC transmission with accurate CSI availability

[22]–[25] ∗ Investigate robust ISAC transmission with imperfect CSI

[18] ∗ ∗ Fix orthogonal training signal and optimize ISAC transmission

[19] ∗ ∗ Jointly optimize training and transmission with a single-antenna user

This work ∗ ∗ ∗ ∗ Systematically study MIMO ISAC training and transmission design

integrating the sensing functionality into the training stage

[18], [19]. In [18], the authors reused the orthogonal training

signal for sensing and optimized the transmission signal to

maximize a weighted sum of communication and sensing

mutual information (MI). The authors of [19] optimized both

the training and transmission signals to maximize the radar

MI, subject to the constraints of communication SINR and

power limitation.

Robust beamforming has been studied to relieve the impact

of imperfect CSI on MIMO communications [20], [21]. The

extension to ISAC has been studied in [22]–[25]. Concretely,

the authors of [22] maximized the radar output power in the

direction of the target under a series of probabilistic outage

constraints for all communication users in the presence of

CSI errors. In [23]–[25], the authors investigated robust beam-

forming optimization from the perspective of physical layer

security in ISAC, with the consideration of different kinds

of CSI uncertainties for both legitimate users and eavesdrop-

pers. However, these works only studied transmission design,

without considering the possible combination of training and

transmission designs.

For the purpose of reducing CSI feedback overhead, many

works investigated statistical CSI-based MIMO transmission

design due to the slow time-varying feature of the channel

statistics [26]–[28]. In this case, a joint design of training

and transmission can be carried out towards a long-term

average performance independent of the instantaneous CSI

[29], [30]. However, the channel statistics-based joint training

and transmission design in the context of ISAC has seldom

been considered except for a recent work [19], where the

training and transmission signals are jointly designed for radar

MI maximization. Nevertheless, a relatively simple scenario

with only one single-antenna user was studied in [19].

In this paper we investigate the training and transmission

optimization in a MIMO ISAC system, which consists of an

ISAC transmitter, a colocated radar receiver, and a commu-

nication receiver. Our main contributions are summarized as

follows and a comparison with previous related ISAC works

is summarized in Table I.

• As an extension to most existing works on ISAC, e.g.,

[7]–[15], [22]–[25], we exploit both the training and

transmission signals sent by the ISAC transmitter for

sensing, resulting in a longer radar sequence and better

sensing performance.

• For communication, the training and transmission signals

are, respectively, utilized for channel estimation and data

transmission. For sensing, the two signals are combined

into a long sequence reflected and received by the

radar receiver for TRM estimation. Towards the diverse

demands, we propose two novel design schemes with

different levels of CSI knowledge available at the ISAC

transmitter for the corresponding training and transmis-

sion design, which are beneficial for communication and

sensing, respectively.

• First, we investigate an instantaneous CSI-based design,

where the communication receiver estimates the channel

using the training signal and then feeds back the noisy

CSI to the ISAC transmitter for subsequent transmission

design. We first optimize the training signal to mini-

mize a weighted sum of mean-squared errors (MSEs)

for estimating communication channel and radar TRM.

Then, using the CSI estimate, a robust MSE-based ISAC

transmit beamforming optimization problem is formu-

lated. We propose a majorization-minimization (MM)-

based iterative algorithm for this intractable problem,

where a semi closed-form optimal solution is obtained

in each iteration.

• Second, to reduce the overhead caused by instantaneous

CSI feedback, we formulate a channel statistics-based

problem to jointly optimize the training and transmission,

where the design goal is to minimize a weighted sum

of long-term communication MSE and TRM estimation

MSE. To obtain a high-quality solution, we develop an

MM-based alternating optimization (AO) algorithm with

guaranteed convergence.

• We consider two special cases under which the optimal

structures of the solutions to the above two schemes can

be obtained. Then, the original complicated optimization

problems reduce to power allocation problems which can

be solved based on geometric program (GP). In addition,

we also extend the proposed MSE-based ISAC training

and transmission design methods to the MI maximization

criterion.

• We perform extensive numerical simulations for perfor-

mance evaluations. It is demonstrated that the sensing

performance in our considered system can be improved

due to the longer sequence used for radar. Moreover, it

is validated that the instantaneous CSI-based and channel

statistics-based schemes can achieve better communica-

tion and sensing performances, respectively.

The rest of this paper is organized as follows. In Section II,

we present the system model of the considered MIMO ISAC

system. Section III and Section IV investigate the proposed

two training and transmission designs relying on instantaneous

CSI and statistical CSI, respectively. In Section V, we develop

structured and low-cost solutions under special cases. In Sec-
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Fig. 1. Diagram of the considered MIMO ISAC system.

Channel estimation Data transmission

Channel estimation
and sensing ISAC transmission

(a) Communication system

(b) Considered ISAC system

Fig. 2. Frame structure over a channel fading block: (a) communication
system; (b) considered ISAC system.

tion VI, we extend the proposed MSE-based design methods

to the MI maximization criterion. In Section VII, we evaluate

the performance of the proposed algorithms through numerical

simulations. Conclusions are drawn in Section VIII.

Notations: Boldface lower-case and boldface upper-case let-

ters represent vectors and matrices, respectively. Superscripts

(·)T and (·)H stand for the transpose and the Hermitian trans-

pose, respectively. Let Tr(·) denote the trace of a matrix, ‖ · ‖
and |·| denote the ℓ2 norm of a vector and the absolute value of

a scalar, respectively. We use E{·} to represent the expectation

operation. Let R{·} return the real part of a complex-valued

number, C denote the set of complex-value numbers, and IN
stand for the identity matrix of size N × N . We use vec(·)
to denote the vectorization operation. X � 0 implies that X

is positive semidefinite, X1/2 is the Hermitian square root of

X, and λmax(X) denotes the largest eigenvalue of X. Finally,

O(·) denotes the big-O computational complexity notation.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a MIMO ISAC system,

where an ISAC transmitter sends dual-functional signals to a

communication receiver and meanwhile receives the echoes

for sensing at the radar receiver. The number of antennas

at the ISAC transmitter, the communication receiver, and the

radar receiver are denoted by M , N com, and N rad, respectively.

Define the point-to-point MIMO communication channel by

H ∈ CN com×M and the radar TRM by G ∈ CN rad×M .

As depicted in Fig. 2(a), we consider a block-fading channel

model for MIMO communication, where each block is divided

into training-based channel estimation and data transmission

stages, respectively. In most existing ISAC works, in order to

guarantee accurate CSI acquisition, the sensing functionality is

combined into the data transmission stage only. Inspired by the

similar goal of sensing and communication channel estimation,

i.e., recovering useful information from the wireless links, in

this paper we also use the training signal for sensing, as shown

in Fig. 2(b). In other words, given the echoes of both training

and data signals received at the radar receiver, the sensing task

is performed with a longer radar code to achieve performance

enhancement [31]. Assume that a fading block occupies L time

slots, which include the training symbols of length LCE and

the data symbols of length LDT with L = LCE + LDT. In the

sequel, we demonstrate the signal models for communication

and sensing, respectively.

A. Communication Model

1) Channel Estimation: The ISAC transmitter sends train-

ing signals to the communication receiver for estimating the

channel H, which is assumed to follow the Rayleigh fading

model. Specifically, denoting the training signal at slot l
by x[l] ∈ CM×1, we express the received signal at the

communication receiver, denoted by y[l] ∈ CN com×1, as

y[l] = Hx[l] + z[l], l = 1, · · · , LCE, (1)

where z[l] ∈ CN com×1 represents additive white Gaussian noise

(AWGN) with covariance σ2IN com . In order to estimate H

accurately, LCE ≥ M training symbols are usually required

[16]. Combine the LCE received training signals and rewrite

(1) as the following compact form:

Ycom = HX+ Zcom, (2)

where Ycom , [y[1], · · · ,y[LCE]] ∈ CN com×LCE

,

X , [x[1], · · · ,x[LCE]] ∈ CM×LCE

, and

Zcom , [z[1], · · · , z[LCE]] ∈ CN com×LCE

satisfying

E{vec(Zcom)vecH(Zcom)} = σ2ILCEN com , respectively.

The training signal X satisfies a total power constraint

Tr{XXH} ≤ P CE with P CE being the maximum transmit

power for training.

By employing linear minimum MSE (LMMSE) channel

estimation on (2), the estimated channel Ĥ equals [16]

Ĥ = Ycom
(
XHRHX+ σ2ILCE

)−1
XHRH, (3)

where RH , 1
N com E

{
HHH

}
∈ CM×M denotes the transmit

correlation, which is previously estimated and known to the

system. The channel estimate Ĥ and the true channel H satisfy

H = Ĥ+∆, (4)

where ∆ denotes the estimation error with zero mean. The

covariance matrices of ∆ and Ĥ are, respectively, given by

R∆ ,
1

N com
E{∆H∆} =

(
R−1

H
+

1

σ2
XXH

)−1

,

R
Ĥ

,
1

N com
E{ĤHĤ} = RH −R∆. (5)
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The channel estimation MSE is

MSECE
, Tr{R∆} = Tr

{(
R−1

H
+

1

σ2
XXH

)−1
}
. (6)

2) Data Transmission With Instantaneous CSI Feedback:

Once channel estimation is accomplished, the communication

receiver feeds back Ĥ to the transmitter via an error-free

and low-delay feedback link. Subsequently, based on Ĥ, the

ISAC transmitter takes the impact of imperfect CSI into

consideration and conducts a corresponding robust design

for data transmission. Specifically, the received signal at the

communication receiver is given by

y[l] = HWs[l] + z[l],

= ĤWs[l] +∆Ws[l] + z[l], l = 1, · · · , LDT, (7)

where s[l] ∈ CD×1 is the data symbol vector in the l-th slot

satisfying E{s[l]sH[l]} = ID with D ≤ min{M,N com} being

the number of data streams, and W ∈ CM×D denotes the

transmit beamforming matrix satisfying a power constraint

Tr{WWH} ≤ PDT with PDT being the power budget. At

the communication receiver, a linear equalizer V ∈ CN com×D

is used to recover the data symbol s[l] from y[l], which yields

an estimate of s[l] by ŝ[l] = VHy[l]. To accomplish the robust

design of W and V, in this paper we employ the MSE between

s[l] and ŝ[l] as the performance metric, which is given by

MSEcom

= E∆,s[l],z[l]

{
‖VHy[l]− s[l]‖2

}

= Tr{VH(ĤWWHĤH + σ2IN com)V−2Re{VHĤW}+ID}
+ E∆{Tr{VH∆WWH∆HV}}

= Tr{VH(ĤWWHĤH + (Tr{WWHR∆}+ σ2)IN com)V

− 2Re{VHĤW}+ ID}. (8)

The third equality holds when 1
M E{HHH} = IN com , i.e.,

the communication receiver is located in a highly scattering

environment [28]–[30]. When 1
M E{HHH} 6= IN com , (8) is

actually an upper bound on MSEcom due to the inequality

Tr{VH∆WWH∆HV} ≤ Tr{∆WWH∆H}Tr{VHV}.

Based on (8), the optimal MMSE communication receiver

takes the form V∗ = (ĤWWHĤH + (Tr{WWHR∆} +
σ2)IN com)−1ĤW and the corresponding MSE is

MSEcom = Tr





(
ID +

WHĤHĤW

Tr{WWHR∆}+ σ2

)−1


 . (9)

We will use (9) to achieve robust design of the transmit

beamforming matrix W in Section III.

3) Data Transmission With Statistical CSI Feedback: Note

that the instantaneous CSI feedback from the communication

receiver to the ISAC transmitter yields high overhead costs,

especially when the channel dimension becomes large. There-

fore, we consider another statistical channel information-based

design [29], [30], where the communication receiver has the

channel estimate Ĥ while only the channel statistic RH is

conveyed to the ISAC transmitter, which avoids the feedback

of instantaneous CSI. In this case, we need to adopt the

average performance metric instead of MSEcom in (9) relying

on instantaneous CSI. Specifically, we take the expectation of

MSEcom with respect to Ĥ, which yields [30]

E
Ĥ
{MSEcom}

= E
Ĥ



Tr





(
ID +

WHĤHĤW

Tr{WWHR∆}+ σ2

)−1








≥ Tr





(
ID +

WHE
Ĥ
{ĤHĤ}W

Tr{WWHR∆}+ σ2

)−1




= Tr

{(
ID +

N comWHR
Ĥ
W

Tr{WWHR∆}+ σ2

)−1
}

, MSE
com

,

(10)

where the inequality holds owing to the Jensen’s inequality.

Note that the MSE
com

in (10) is a long-term average metric in-

dependent of the instantaneous CSI and can be regarded as an

upper bound to the communication performance. Furthermore,

this metric also facilitates the joint training and transmission

optimization in Section IV.

B. Sensing Model

Given the consecutively transmitted training signal X and

the data signal WS, where S , [s[1], · · · , s[LDT]] ∈ CD×LDT

,

the complete signal during the entire channel fading block

is denoted by P = [X,WS] ∈ CM×L, which is used for

sensing. The echo received at the radar receiver, denoted by

Yrad ∈ CN rad×L, is described as

Yrad = GP+ Zrad, (11)

where Zrad ∈ CN rad×L stands for the AWGN satisfying

E{vec(Zrad)vecH(Zrad)} = σ2ILN rad . In this paper, the

complete response matrix G is estimated, with the knowl-

edge of the second-order statistical information RG ,
1

N rad E{GHG} ∈ CM×M [32]–[34]. If necessary, more de-

tailed information of the target, e.g., angle and range, can be

further captured based on the TRM estimate Ĝ [15], and a

smaller TRM estimation error can improve the accuracy of

target parameter estimation. The estimation MSE of G using

the LMMSE estimator is [33], [34]

MSErad =
1

N rad
E

{
‖G− Ĝ‖2F

}

= Tr

{(
R−1

G
+

1

σ2

(
XXH+WSSHWH

))−1
}

(12)

≈ Tr

{(
R−1

G
+

1

σ2
XXH+

LDT

σ2
WWH

)−1
}
, (13)

where the last step follows from the independence among

zero-mean random data, i.e., SSH ≈ LDTID. We note that

the above approximation has also been adopted in prior ISAC

works [8], [15] and the accuracy of this approximation will

be validated via simulation in Section VII.

In this paper, MSEcom of data communication and MSErad of

radar TRM estimation are the performance metrics for the con-

sidered ISAC design. We aim at jointly optimizing the training

signal X and the transmit beamforming W to minimize a
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weighted sum of MSEcom and MSErad. It is worth noting that,

from the communication perspective, X and W generally need

to be separately optimized to minimize the channel estimation

MSE [16], [17] and the data transmission MSE [20], [21],

respectively. While for the radar system, X and W need to

be jointly designed to minimize the sensing MSE [33], [34].

Therefore, for the considered ISAC system, we develop two

schemes to optimize X and W in both sequential and joint

manners, which correspond to the communication-preferred

and the radar-preferred ISAC designs and are presented in

Sections III and IV, respectively.

III. SEQUENTIAL DESIGN WITH INSTANTANEOUS CSI

FEEDBACK

In this section, we optimize the training and transmission

signals in a sequential manner with instantaneous CSI feed-

back. Concretely, the ISAC training signal X is designed and

sent first. Then, the communication receiver performs channel

estimation based on the optimized X and feeds back the chan-

nel estimate Ĥ to the ISAC transmitter. Subsequently, a robust

ISAC transmit beamforming design is conducted based on

Ĥ. This scheme is expected to achieve better communication

performance at a cost of CSI feedback overhead.

A. Problem Formulation

During the training stage, the signal X is used to si-

multaneously recover the communication channel H and the

radar TRM G. Hence, we formulate the ISAC training design

problem by minimizing a weighted sum of the corresponding

estimation MSEs, which takes the form:

(P1) : minimize
X

ω1

M
Tr
{(

R−1
H

+XXH/σ2
)−1
}

+
ω2

M
Tr
{(

R−1
G

+XXH/σ2
)−1
}

subject to Tr
{
XXH

}
≤ P CE, (14)

where the MSEs are normalized by the number of transmit

antennas M and ω1 ∈ [0, 1] and ω2 = 1−ω1 are the weighting

factors determining the trade-off between communication and

sensing.

Subsequently, with the instantaneous Ĥ fed back from the

communication receiver, an ISAC beamforming design prob-

lem is formulated for simultaneous robust data transmission

and target sensing during the transmission stage, which is

given by

(P2) : minimize
W

ω1

D
Tr





(
ID +

WHĤHĤW

Tr{WWHR∆}+ σ2

)−1




+
ω2

M
Tr
{(

R−1
G

+X⋆(X⋆)H/σ2 + LDTWWH/σ2
)−1
}

subject to Tr
{
WWH

}
≤ PDT, (15)

where MSEcom is normalized by the number of data streams

D, X⋆ represents the optimized training signal achieved by

solving (P1), and R∆ is calculated as R∆ = (R−1
H

+
X⋆(X⋆)H/σ2)−1. Note that these two problems are solved

once in a sequential manner, instead of optimizing one variable

with the other one fixed as in an alternating manner.

These weighted sum MSE minimization problems in ISAC,

especially (P2), are intractable. In particular, (P2) cannot be

directly handled by the existing methods proposed for MIMO

communications, e.g., [20], [21], and MIMO radar, e.g., [33],

[34]. Towards these issues, our proposed solutions are given

as follows.

B. Solution for ISAC Training

The training signal design problem in (P1) can be readily

transformed into a semidefinite program (SDP) formulation

with respect to RX , XXH :

minimize
RX�0

ω1

M
Tr
{(

R−1
H

+RX/σ2
)−1
}

+
ω2

M
Tr
{(

R−1
G

+RX/σ2
)−1
}

subject to Tr {RX} ≤ P CE. (16)

Note that X denotes the deterministic training sequence with

arbitrary rank. Hence, there are no rank limitations on RX

either. Problem (16) can be solved via off-the-shelf convex

optimization tools, e.g., CVX [35]. Then, the optimal X, i.e.,

the optimal solution of (P1), can be recovered as follows:

X =
[
R

1/2
X

,0M×(LCE−M)

]
Ū, (17)

where Ū is an arbitrary unitary matrix of size LCE × LCE.

C. Solution for ISAC Robust Transmission

Compared to (P1), the transmission design (P2) is more

challenging due to the signal-dependent term Tr{WWHR∆}
caused by the imperfect CSI in MSEcom, as well as the

simultaneous involvement of the sensing MSE in the objective

function. To overcome the difficulties, we employ the popular

MM algorithm [36]. The basic idea of the MM algorithm is

to construct a sequence of locally approximate surrogate prob-

lems with simpler forms, and solve them until convergence.

By manipulating the communication and sensing MSEs, we

construct a surrogate function that serves as an upper bound of

the objective function of (P2). The resulting surrogate problem

is given in the following proposition.

Proposition 1: For (P2), a surrogate problem used in each

iteration of the MM algorithm is given by

minimize
W

Tr
{
WH

(ω1

D
Ψ+λ

ω2

M
IM

)
W
}
−2R{Tr{ΠHW}}

subject to Tr{WWH} ≤ PDT, (18)

where the calculations of Ψ � 0, λ > 0, and Π are based

on the solution of W obtained in the previous iteration and

their specific definitions are shown in (48), (51), and (52),

respectively, in Appendix A.

Proof: See Appendix A.

The advantage of utilizing the MM algorithm is that, com-

pared to (P2), we only need to solve the compact convex

problem in (18) iteratively. In particular, by analyzing the

Karush-Kuhn-Tucker (KKT) conditions of (18), we obtain the

following optimal solution:

W⋆ =

{
W̃(0) if Tr{W̃(0)W̃H(0)} ≤ PDT

W̃(µ⋆) otherwise,
(19)
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Algorithm 1 Proposed MM-Based Algorithm for Solving (P2)

1: Initialization: Set i = 0 and initialize a feasible W(0).

2: repeat

3: Set i = i+ 1.

4: Based on W(i−1), update W(i) according to (19).

5: until convergence.

where W̃(µ) ,
(
ω1

D Ψ+ λω2

M IM + µIM
)−1

Π and µ⋆ ≥ 0
represents the optimal Lagrange multiplier associated with the

power constraint satisfying µ⋆(Tr{W⋆(W⋆)H} − PDT) = 0.

When Tr{W̃(0)W̃H(0)} > PDT, the optimal µ⋆ > 0 can

be found via a bisection search since Tr{W̃(µ)W̃H(µ)} is

monotonically decreasing with respect to µ.

The proposed MM-based algorithm for solving (P2) is

summarized in Algorithm 1, whose convergence property is

given as follows.

Theorem 1: Algorithm 1 can converge to a stationary point

of (P2).
Proof: See Appendix B.

Furthermore, an acceleration scheme can be employed to

enhance the convergence speed [37], [38]. The computational

complexity of Algorithm 1 mainly lies in calculating (19),

which has an order of O(M3 + (N com)3).
Note that the sequential design proposed in this section can

also be applied to a time-division duplex (TDD) system, where

the uplink ISAC training signal serves the dual-functional

purposes of both communication channel estimation and radar

TRM estimation.

IV. JOINT TRAINING AND TRANSMISSION DESIGN

In this section, we study the joint training and transmission

design which requires only statistical CSI at the ISAC trans-

mitter, avoiding instantaneous feedback. The joint design is

formulated as one single problem, which, however, involves

tight variable coupling and is difficult to solve. Different from

the separate design in Section III, this scheme is expected to

achieve better sensing performance.

A. Problem Formulation

With the average communication MSE in (10), we are able

to conduct one single joint optimization problem with respect

to the training and transmission signals based on the statistical

CSI, instead of the simultaneous specific estimation for each

channel realization. Accordingly, the problem is formulated as

(P3) : minimize
X,W

ω1

D
Tr

{(
ID +

N comWHR
Ĥ
W

Tr{WWHR∆}+ σ2

)−1
}

+
ω2

M
Tr

{(
R−1

G
+

1

σ2
XXH+

LDT

σ2
WWH

)−1
}

subject to R∆ =

(
R−1

H
+

1

σ2
XXH

)−1

,

R
Ĥ

= RH −R∆,

Tr
{
XXH

}
≤ P CE,

Tr
{
WWH

}
≤ PDT, (20)

where R∆ and R
Ĥ

are not optimization variables but included

here for presentation brevity. Compared to the separate design

problems (P1) and (P2) in the previous section, (P3) is more

challenging to solve, since it not only has a nonconvex form

but also includes tightly coupled variables. Moreover, due to

the simultaneous involvement of sensing MSE, the existing

joint design methods proposed for MIMO communications

[29], [30] are not applicable to this problem. To address this

issue, we utilize the AO framework to iteratively update one

variable with the other one fixed.

B. Optimization With Respect to the Training Signal

We first concentrate on optimization with respect to the

training signal X. Note that even for fixed W, the sub-

problem of X remains intractable. By introducing real-valued

t ≥ 0, u ≥ 0, and a positive semidefinite matrix Γ ∈ CM×M ,

we first obtain an equivalent form of the subproblem of X.

Proposition 2: The subproblem of X can be recast as:

minimize
RX,Γ,t,u

ω1

D
tu+

ω2

M
Tr

{(
R−1

G
+

1

σ2
RX+

LDT

σ2
WWH

)−1
}

subject to t ≥ Tr{WWHΓ} + σ2,

u ≥ Tr
{(

tID +N comWH(RH − Γ)W
)−1
}
,

Γ � (R−1
H

+RX/σ2)−1,

Tr {RX} ≤ P CE,

t ≥ 0, u ≥ 0, RX � 0, Γ � 0, (21)

where RX = XXH .

Proof: See Appendix C.

For the reformulation in (21), it is seen that all the con-

straints are in convex form. The remaining issue is to deal with

the nonconvex function f(t, u) , tu involved in the objective

function of (21), which can be handled by the MM method.

Specifically, a proper convex surrogate function of f(t, u) is

defined by

f(t, u; ε) ,
ε

2
t2 +

1

2ε
u2, (22)

where f(t, u; ε)−f(t, u) = 1
2 (
√
εt− 1√

ε
u)2 ≥ 0 always holds

for ε > 0. Particularly, when ε = u
t , we have

f(t, u; ε) = f(t, u),

∇f(t, u; ε) = ∇f(t, u), (23)

which satisfies the convergence conditions of constructing a

surrogate function in the MM framework [37, Section III-

B]. Therefore, for the i-th iteration of the MM algorithm, we

replace the nonconvex f(t, u) with the convex f(t, u; ε(i)) and

iteratively solve the following convex problem:

minimize
RX,Γ,t,u

ω1

D
f(t, u; ε(i))

+
ω2

M
Tr

{(
R−1

G
+

1

σ2
RX +

LDT

σ2
WWH

)−1
}

subject to constraints of (21), (24)

where ε(i) = u(i−1)

t(i−1) with {u(i−1), t(i−1)} being the solutions

to {u, t} obtained in the (i− 1)-th iteration.
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Algorithm 2 Proposed Algorithm for Solving (P3)

1: Initialization: Set i = 0 and initialize a feasible W(0).

2: repeat

3: Set i = i+ 1.

4: Iteratively solve the problem in (24) until convergence

and update X(i) according to (17).

5: Update W(i) utilizing Algorithm 1 by replacing Ĥ with

H̃.

6: until convergence.

By iteratively solving the convex problem in (24) until con-

vergence, we obtain a suboptimal solution of RX. Moreover,

according to the convergence analysis in [37], this iterative

procedure converges to a stationary point of problem (21).

In addition, by utilizing the analysis method in [39], solving

problem (24) requires a computational complexity of order

O(
√
M2 +N2(M6 +N6)). After that, based on RX, X can

be recovered according to (17).

C. Optimization With Respect to the Transmit Beamforming

We now consider optimization with respect to W with a

fixed X. Note that this subproblem has a similar form as

(P2), except that the fractional term in MSEcom contained

in the objective function of (P2), i.e., W
H
Ĥ

H
ĤW

Tr{WWHR∆}+σ2 ,

becomes
N com

W
H
R

Ĥ
W

Tr{WWHR∆}+σ2 here. As a remedy, by defining

H̃ =
√
N comR

1/2

Ĥ
and replacing Ĥ with H̃, the subproblem

with respect to W has the same form as (P2) and the proposed

MM-based Algorithm 1 is also applicable here. The detailed

process is omitted for brevity.

To summarize, the complete procedure for solving (P3)
is listed in Algorithm 2 here. It can be verified that the

objective value of (P3) is monotonically non-increasing over

the alternating procedure and the solution set is compact,

thus Algorithm 2 is guaranteed to converge. In addition, the

total computational complexity of Algorithm 2 is given by

O(IAO(IX
√
M2 +N2(M6 +N6) + IW(M3 +N3)), where

IAO, IX, and IW denote the numbers of required iterations

for the alternating procedure, for updating X, and for updating

W, respectively.

V. STRUCTURED SOLUTIONS UNDER SPECIAL CASES

In this section, we provide structured and low-cost solutions

to (P1) and (P3) under two different scenarios. In the first sce-

nario, we assume that the communication channel correlation

RH and the radar TRM correlation RG have the same eigen-

vectors [34]. This assumption holds when RH or RG equals

to identity matrix, corresponding to an uncorrelated channel

in rich scattering environments. In addition, this assumption

also makes sense when H and G reuse the same scatterers

in the vicinity of the ISAC transmitter. We consider another

commonly used least-squares (LS) criterion for estimating H

and G in the second scenario. In what follows, we investigate

the structured solutions under the first scenario in Section V-

A and Section V-B, and then discuss the results under the LS

estimation in Section V-C.

A. Structured Solution for (P1)

Let the eigenvalue decompositions (EVDs) of RH and RG

be RH = UHΛHUH
H

and RG = UGΛGUH
G

, respec-

tively, where ΛH , diag{[λH,1, · · · , λH,M ]T } and ΛG ,

diag{[λG,1, · · · , λG,M ]T } are diagonal matrices including

positive eigenvalues and UH and UG are the associated

unitary matrices. When UH = UG = U, we have the

following proposition for (P1).
Proposition 3: The optimal solution of (P1) is X = UΛX,

where ΛX =
[
diag{[√x1, · · · ,

√
xM ]T },0M×(LCE−M)

]
is a

rectangular diagonal matrix of size M × LCE. In particular,

the optimal solution to {xm ≥ 0}Mm=1, denoted by {x⋆
m}Mm=1,

satisfies

ω1

Mσ2
(λ−1

H,m+x⋆
m/σ2)−2 +

ω2

Mσ2
(λ−1

G,m + x⋆
m/σ2)−2

= µ⋆, m ∈ M , {1, · · · ,M} (25)

M∑

m=1

x⋆
m = P CE, (26)

where µ⋆ ∈ (0, µ̄] and µ̄ , min(µ̂1, · · · , µ̂M ) with

µ̂m =
ω1

Mσ2
λ2
H,m +

ω2

Mσ2
λ2
G,m, m ∈ M. (27)

Proof: See Appendix D.

Proposition 3 reveals a structured optimal solution of (P1),
from which we obtain that, the transmit directions of the

training signal should be aligned with the eigenvectors of the

correlations of the communication channel and the radar TRM.

Moreover, based on this optimal structure, the original opti-

mization with respect to X is converted to a lower-dimensional

power allocation problem with respect to {xm}Mm=1, signifi-

cantly reducing the computational complexity. In particular, a

numerical iterative method can be conducted to find {x⋆
m}Mm=1

based on (25). Specifically, with a fixed µ⋆ ∈ (0, µ̄], (25) can

be transformed into a quartic equation with respect to x⋆
m,

whose real-valued positive root can be obtained analytically.

Moreover, it is found from (25) that
∑M

m=1 x
⋆
m is a decreasing

function with respect to µ⋆. Thus, the optimal value of µ⋆ can

be obtained via a bisection search until
∑M

m=1 x
⋆
m = P CE

holds.

B. Structured Solution for (P3)

As for (P3), when UH = UG = U, we can obtain the

structure of its optimal solution and then propose a geometric

programming (GP)-based iterative algorithm for the remaining

power allocation problem. Note that here we obtain the optimal

solutions to X and W simultaneously instead of applying an

alternating procedure as in Algorithm 2. To begin with, we

give the following theorem concerning the optimal solution

for (P3).
Theorem 2: The optimal solution of (P3) satisfies the

following structure:

X = UΛX, W = UΛW, (28)

where ΛW =
[
diag{[√w1, · · · ,

√
wD]T },0D×(M−D)

]T
is a

rectangular diagonal matrix of size M ×D.

Proof: See Appendix E.
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Theorem 2 implies that, with the knowledge of channel

statistics only, the optimal directions for both training and

transmit beamforming are the same as those of the communi-

cation/sensing channels, so that the channel information can

be efficiently exploited. This can be seen as an extension of

the conclusions in MIMO communication systems [28], [29].

Given the optimal structure in Theorem 2, we transform

(P3) into a new optimization problem with respect to the

power allocations of training and transmission signals, i.e.,

{xm ≥ 0}Mm=1 and {wd ≥ 0}Dd=1. By substituting (28) into

(P3) and performing some algebraic operations, the reduced-

dimensional problem is accordingly formulated as

minimize
{xm≥0}M

m=1
,

{wd≥0}D
d=1

ω1

D

D∑

d=1


1+ N com

∑D
i=1

λH,iσ2wi

λH,ixi+σ2 +σ2

λ2
H,dwdxd

λH,dxd+σ2




−1

+
ω2

M

D∑

d=1

(
λ−1
G,d +

1

σ2
xd +

LDT

σ2
wd

)−1

+
ω2

M

M∑

m=D+1

(
λ−1
G,m +

1

σ2
xm

)−1

subject to

M∑

m=1

xm ≤ P CE,

D∑

d=1

wd ≤ PDT. (29)

The term
∑D

i=1
λH,iσ

2wi

λH,ixi+σ2 in the denominator of the com-

munication MSE causes tight variable coupling. To address

this issue, we first transform (29) into the following equiv-

alent problem by introducing real-valued auxiliary variables

ξd, κ
com
d , d ∈ D , {1, · · · , D}, κrad

m , m ∈ M, and t:

minimize
{xm,κrad

m}M
m=1

,t,

{wd,ξd,κcom
d

}D
d=1

ω1

D

D∑

d=1

(κcom
d )

−1
+

ω2

M

M∑

m=1

(
κrad
m

)−1

subject to

M∑

m=1

xm ≤ P CE,

M∑

m=1

wm ≤ PDT,

κcom
d ≤ 1 +

N comλ2
H,dwdxd

t(λH,dxd + σ2)
, d ∈ D

κrad
m ≤ λ−1

G,m +
1

σ2
xm +

LDT

σ2
wm, m ∈ D

κrad
m ≤ λ−1

G,m +
1

σ2
xm, m ∈ D\M

ξd ≥ λH,dσ
2wd

λH,dxd + σ2
, d ∈ D

t ≥
D∑

d=1

ξd + σ2. (30)

The equivalence is proved by contradiction that the added

inequality constraints regarding {κcom
d }Dd=1, {κrad

m }Mm=1, and

t in problem (30) must keep active at the optimality (see

Appendix F for details). To proceed, we apply the idea of

GP [44, Section 4.5] and define

t = et̃,

xm = ex̃m , κrad
m = eκ̃

rad
m , m ∈ M

wd = ew̃d , ξd = eξ̃d , κcom
d = eκ̃

com
d , d ∈ D. (31)

Substituting (31) into problem (30) yields

minimize
{x̃m,κ̃rad

m}M
m=1

,t̃,

{w̃d,ξ̃d,κ̃com
d

}D
d=1

ω1

D

D∑

d=1

e−κ̃com
d +

ω2

M

M∑

m=1

e−κ̃rad
m

subject to C1 :
M∑

m=1

ex̃m ≤ LCEP CE,
M∑

m=1

ew̃m ≤ PDT,

C2 : λH,de
x̃d+κcom

d +t̃+σ2eκ
com
d +t̃ ≤ σ2et̃

+λH,de
x̃d+t̃ +N comλ2

H,de
w̃dex̃d , d ∈ D

C3 : eκ̃
rad
m ≤ λ−1

G,m+
1

σ2
ex̃m+

LDT

σ2
ew̃m, m ∈ D

C4 : eκ̃
rad
m ≤ λ−1

G,m +
1

σ2
ex̃m , m ∈ D\M

C5 : λH,dσ
2ew̃d−ξ̃d ≤ λH,de

x̃d + σ2, d ∈ D

C6 :

D∑

d=1

eξ̃d−t̃ + σ2e−t̃ ≤ 1. (32)

It is seen that most monomial functions in problem (30) is

now converted into convex forms in problem (32), except the

nonconvex constraints C2 − C5. To address this issue, we

employ the successive convex approximation (SCA) technique

[40] by applying the following first-order Taylor expansion on

the constraints C2 − C5:

ez ≥ ez
(i−1)

+ ez
(i−1)

(
z − z(i−1)

)
, f

(
z; z(i−1)

)
, (33)

where z(i−1) denotes the solution in the (i − 1)-th iteration

of the SCA algorithm. As a result, we obtain a convex

approximate problem in the i-th iteration, given by

minimize
{x̃m,κ̃rad

m}M
m=1,t̃,

{w̃d,ξ̃d,κ̃com
d

}D
d=1

ω1

D

D∑

d=1

et̃−κ̃com
d +

ω2

M

M∑

m=1

e−κ̃rad
m

subject to C1, C
′
2, C

′
3, C

′
4, C

′
5, C6, (34)

where C′
2 − C′

5 are, respectively, given by

C′
2 :λH,de

x̃d+κcom
d +t̃+σ2eκ

com
d +t̃≤σ2λ

H,df(t̃+x̃d; t̃
(i−1)+x̃

(i−1)
d )

+f(t̃;t̃(i−1))+N comλ2
H,df(x̃d+w̃d;x̃

(i−1)
d +w̃

(i−1)
d ), d∈D

C′
3 :e

κ̃rad
m≤λ−1

G,m+
1

σ2
f(x̃m;x̃(i−1)

m )+
LDT

σ2
f(w̃m;w̃(i−1)

m ),m∈D

C′
4 :e

κ̃rad
m ≤ λ−1

G,m +
1

σ2
f(x̃m; x̃(i−1)

m ), m ∈ D\M

C′
5 :λH,dσ

2ew̃d−ξ̃d ≤ σ2+λH,df(x̃d; x̃
(i−1)
d ), d ∈ D. (35)

Since problem (34) is now of the convex form, it can be readily

solved via the CVX toolbox [35].

To summarize, we list the procedure for solving problem

(29) in Algorithm 3. By iteratively solving (34), a sequence

of solutions can be successively generated which converge

to a KKT point of problem (29) [40]. Finally, substituting

the obtained {xm}Mm=1 and {wd}Dd=1 into (28), we obtain the

optimal training and transmission signals for the joint design

problem in (P3). Moreover, according to [41], solving the

convex GP in (34) has a complexity O((D +M)3.5), which

is much lower than that of Algorithm 2.
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TABLE II
MSE-BASED AND MI-BASED PERFORMANCE METRICS FOR THE CONSIDERED MIMO ISAC SYSTEM

Task MSE-based metric MI-based metric

Channel estimation MSECE = Tr

{

(

R
−1

H
+ 1

σ2 XXH

)−1
}

MICE = log det
(

IM + 1

σ2RHXXH

)

com

Data transmission

MSEcom = Tr

{

(

ID + W
H

Ĥ
H

ĤW

Tr{WWHR∆}+σ2

)−1
}

MIcom = log det
(

ID + W
H

Ĥ
H

ĤW

Tr{WWHR∆}+σ2

)

MSE
com

= Tr

{

(

ID +
N

com
W

H
R

Ĥ
W

Tr{WWHR∆}+σ2

)−1
}

MI
com

= log det

(

ID +
N

com
W

H
R

Ĥ
W

Tr{WWHR∆}+σ2

)

rad TRM estimation MSErad = Tr

{

(

R
−1

G
+ 1

σ2 (XX
H + LDT

WW
H)

)−1
}

MIrad = log det
(

IM + 1

σ2 RG(XX
H + LDTWW

H )
)

Algorithm 3 Proposed Algorithm for Solving problem (29)

1: Initialization: Set i = 0, initialize the feasible {x(0)
m }Mm=1

and {w(0)
d }Dd=1, and t(0) =

∑D
d=1

λH,dσ
2w

(0)
d

λH,dx
(0)
d

+σ2
+ σ2.

2: Calculate x̃
(0)
m = log(x

(0)
m ), m ∈ M, w̃

(0)
d =

log(w
(0)
d ), d ∈ D, and t̃(0) = log(t(0)).

3: repeat

4: Set i = i+ 1.

5: Solve the problem in (34) with x̃
(i−1)
m , m ∈ M,

w̃
(i−1)
d , d ∈ D, and t̃(i−1).

6: Update {x̃(i)
m }Mm=1 and {w̃(i)

d }Dd=1, and t̃(i).
7: until convergence.

C. Solutions for LS Estimation

When considering the LS criterion, the MSEs for esti-

mating H and G become MSECE = σ2Tr
{
(XXH)−1

}

and MSErad = σ2Tr
{
(XXH + LDTWWH)−1

}
, respectively.

In this case, it is easily seen that (P1) has a closed-form

optimal solution as XXH = P CE

M IM . As for (P3), the optimal

structures proposed in Theorem 2 are still applicable and a

similar procedure can be conducted to solve the remaining

power allocation problem.

VI. EXTENSION TO MI-BASED DESIGN

Apart from the MSE minimization, maximizing the MI is

another popular design criterion in MIMO systems. In this

section, we extend the previous MSE-based ISAC training and

transmission optimization to the MI maximization criterion.

Specifically, we derive the MI-based performance metrics for

the considered ISAC system following [30], [32], [33], where

the details are omitted due to the page limit. We present a

summary and comparison of the MSE-based and MI-based

metrics for the considered training and transmission design

in Table II. It is worth noting that, owing to the similar

forms and inherent relationship between MSE and MI metrics,

the MI-based training and transmission optimization can be

formulated and addressed in a similar way by utilizing the

approaches proposed previously for the MSE-based design

(with some minor modifications). Further details are provided

as follows.

A. Instantaneous CSI-Based Sequential Design

1) ISAC Training Design: The optimization of the ISAC

training signal X is formulated as

(P ′
1) : maximize

X

ω1

M
log det

(
IM +RHXXH/σ2

)

+
ω2

M
log det

(
IM +RGXXH/σ2

)

subject to Tr
{
XXH

}
≤ P CE, (36)

where the MIs are normalized by the number of transmit

antennas M . This problem is convex with respect to RX ,

XXH and can be readily solved. Then, the optimal X can be

recovered according to (17).

2) ISAC Robust Transmission Design: The optimization of

the transmit beamforming W is formulated as:

(P ′
2) : maximize

W

ω1

D
log det

(
ID +

WHĤHĤW

Tr{WWHR∆}+ σ2

)

+
ω2

M
log det

(
IM +RG(X⋆(X⋆)H + LDTWWH)/σ2

)

subject to Tr
{
WWH

}
≤ PDT, (37)

where X⋆ represents the solution of (P ′
1). This nonconvex

and challenging problem can be solved employing the MM

algorithm. Concretely, by following a similar procedure as

in Appendix A to construct the surrogate function, we can

obtain an identical problem as (18) and then solve it iteratively.

The difference lies in that λ, Ψ, and ΠH in (18) become

λ′ = λmax(Ξ
−1
0 WH

0 R−1
G′A

−1
0 R−1

G′W0Ξ
−1
0 )λmax(R

−1
G′ ),Ψ′ =

ĤHQ−1
0 ĤW0B

−1
0 WH

0 ĤHQ−1
0 Ĥ+Tr{Q−1

0 ĤW0B
−1
0 WH

0

ĤHQ−1
0 }R∆, and Π′H = ω1

D B−1
0 WH

0 ĤHQ−1
0 Ĥ +

ω2

M (Ξ−1
0 WH

0 R−1
G′A

−1
0 R−1

G′+λ′WH
0 −Ξ−1

0 WH
0 R−1

G′A
−1
0 R−1

G′

W0Ξ
−1
0 WH

0 R−1
G′ ) here, respectively, in which A0 , R−1

G′ −
R−1

G′W0Ξ
−1
0 WH

0 R−1
G′ and B0 , ID −WH

0 ĤHQ−1
0 ĤW0.

B. Statistical CSI-Based Joint Design

The joint optimization of X and W is formulated as:

(P ′
3) : maximize

X,W

ω1

D
log det

(
ID +

N comWHR
Ĥ
W

Tr{WWHR∆}+ σ2

)

+
ω2

M
log det

(
IM +RG(XXH + LDTWWH)/σ2

)

subject to Tr
{
XXH

}
≤ P CE, Tr

{
WWH

}
≤ PDT,

(38)
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which can be solved via the AO framework. Concretely, by

introducing a series of auxiliary variables and following a sim-

ilar procedure as in Appendix C, the subproblem with respect

to X can be equivalently transformed into the following form:

maximize
RX,Γ,t≥0,u≥0

ω1

D

u2

t
+

ω2

M
log det(IM +RGRX/σ2

+ LDTRGWWH/σ2)

subject to constraints of problem (55),

u2 ≤ log det
(
tID +N comWH(RH − Γ)W

)
.

(39)

The nonconvexity lies in the function u2

t in the objective func-

tion. Since u2

t is a joint convex function with respect to {u, t},

we can solve this problem based on the SCA framework.

In particular, by exploiting the first-order Taylor expansion:

u2

t ≥ 2u(i−1)

t(i−1) u−
(

u(i−1)

t(i−1)

)2
t , g(t, u; t(i−1), u(i−1)), in each

iteration we solve the following convex problem:

maximize
RX,Γ,t≥0,u≥0

ω1

D
g
(
t, u; t(i−1), u(i−1)

)

+
ω2

M
log det(IM +RGRX/σ2 + LDTRGWWH/σ2)

subject to constraints of problem (39). (40)

On the other hand, by defining H̃ =
√
N comR

1/2

Ĥ
and

replacing Ĥ with H̃, the subproblem with respect to W can

be addressed using the MM algorithm proposed for (P ′
2).

C. Low-Cost Solution Under Special Case

We discuss the low-cost solution for the challenging prob-

lem (P ′
3). For the considered special case where RH and RG

have the same eigenvectors, it can be similarly verified that

the structures obtained in Theorem 2, i.e., X = UΛX and

W = UΛW, remain optimal. Substituting these structures

and following a similar procedure as shown in Appendix F, we

finally transform (P ′
3) into the following equivalent problem:

maximize
{xm}M

m=1
,t,

{wd,ξd}D
d=1

ω1

D

D∑

d=1

log (κcom
d ) +

ω2

M

M∑

m=1

log
(
κrad
m

)

subject to constraints of problem (30), (41)

where the left-hand sides of the third and fourth constraints

are replaced with λ−1
G,mκrad

m . To proceed, we substitute (31) and

utilize the SCA framework to solve problem (41). In particular,

the convex approximation problem solved in the i-th iteration

is given by

maximize
{x̃m,κ̃rad

m}M
m=1,t̃,

{w̃d,ξ̃d,κ̃com
d

}D
d=1

ω1

D

D∑

d=1

κ̃rad
m +

ω2

M

M∑

m=1

κ̃com
m

subject to C1, C
′
2, C

′
3, C

′
4, C

′
5, C6, (42)

where the left-hand sides of C′
3 and C′

4 are replaced with

λ−1
G,meκ̃

rad
m .
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Fig. 3. Objective value versus computing time for Algorithms 2 and 3.
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VII. SIMULATION RESULTS

In this part, we evaluate the performances of the proposed

design schemes. The antenna numbers of the ISAC transmitter,

the communication receiver, and the radar receiver are set

to M = 8, N com = 4, and N rad = 8 respectively. The

number of data streams for MIMO communication is set

to D = 4. Assume that a channel fading block contains

L = 40 time slots, in which the training stage occupies

LCE = M = 8 slots while the remaining LDT = L−LCE = 32
slots are left for data transmission. The SNRs of training

and data transmission are defined by γCE = P CE/(LCEσ2)
and γDT = PDT/σ2, respectively. For simplicity, the noise

is normalized as σ2 = 1 and the SNRs are adjusted by

tuning the corresponding transmit powers P CE and PDT. The

weighting factors for communication and sensing are set to

ω1 = ω2 = 0.5 for fairness, unless stated otherwise. We

employ the commonly used exponential correlation model

[42] for the correlation matrices RH and RG. Concretely,

RH is modeled as [RH]i,j = ρ|i−j|, ∀i, j, where [RH]i,j
denotes the (i, j)-th element of RH and 0 ≤ ρ < 1 stands

for the coefficient of spatial correlation. We set ρ = 0.5 for

RH. The correlation matrix of G is set as RG = IM . All
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Fig. 5. MSE performances versus γDT with instantaneous CSI feedback.

the MSE results are averaged over 1000 independent channel

realizations based on the Monte Carlo method. Specifically,

given RH and RG, the channel realizations H and G are

generated as H = ZHR
1/2
H

and G = ZGR
1/2
G

, respectively,

where the entries of ZH and ZG are i.i.d. complex Gaussian

random variables with zero mean and unit variance [43].

We first compare the convergence behaviours of the de-

veloped iterative Algorithms 2 and 3 in Fig. 3. We observe

that the proposed Algorithm 2 and Algorithm 3 typically

converge within several seconds and attain the same objective

value. Moreover, the advantage of Algorithm 3 in terms of the

computational rate can be clearly observed, which verifies that

Algorithm 3 is an effective low-cost alternative of Algorithm 2

under the special case.

Then, we validate the accuracy of the approximation in (13).

Specifically, we independently generate the elements of S with

quadrature phase shift keying (QPSK) symbols and calculate

(12) and (13), with X and W determined using the method

proposed in Section III. The comparison between the values

of (12) and (13) versus different values of LDT is presented in

Fig. 4. From the figure, it is evident that the error between (12)

and (13) decreases as LDT increases, and the approximation

mismatch is negligible when LDT ≥ 26.

To proceed, we introduce the following benchmark schemes
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Fig. 6. MSE performances of the statistical CSI-based design (γCE = γDT =
γ).

for performance comparisons.

1) Existing ISAC Design Scheme: The training signal

X is optimized to minimize MSECE solely, denoted by X⋆.

However, it is also received at the radar receiver and utilized

for sensing purpose, as in [18]. The ISAC beamforming matrix

W is optimized through

minimize
W

ω1

D
Tr





(
ID +

WHĤHĤW

Tr{WWHR∆}+ σ2

)−1




+
ω2

M
Tr
{(

R−1
G

+X⋆(X⋆)H/σ2+LDTWWH/σ2
)−1
}

subject to Tr
{
WWH

}
≤ PDT. (43)

2) Communication-Oriented Scheme: Omit the sensing

requirements, i.e., letting ω2 = 0, when solving (P1)− (P3).
3) Sensing-Oriented Scheme: Jointly design X and W to

minimize MSErad.

First, we verify the performance of our proposed sequential

design with instantaneous CSI feedback. Fig. 5 evaluates

the communication and sensing MSEs achieved by different

schemes versus γDT with instantaneous CSI feedback, where

γCE = 1 dB and ω1 = 0.8. Firstly, we find that an increase of

γDT results in a larger power in the transmission stage, thereby
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TABLE III
COMPARISON OF TRAINING AND CSI FEEDBACK OVERHEADS

Scheme Training overhead CSI feedback overhead

Sequential design M MN com complex numbers

Joint design M -

reducing the communication and sensing MSEs. In addition,

the communication-oriented and the sensing-oriented schemes

can achieve the best data transmission and TRM estimation

performances, respectively. Secondly, compared to the existing

scheme, the proposed scheme can significantly improve the

TRM estimation performance as shown in Fig. 5(b), due to

the ISAC training signal optimization. Moreover, although

the additional sensing purpose of the training signal may

affect the accuracy of communication CSI estimation, the data

transmission performance of our proposed scheme is very

close to that of the existing scheme, as illustrated in Fig. 5(a).

This is due to the robust design implemented in our work,

which effectively mitigates the impact of CSI estimation errors

on the communication performance.

Then, we evaluate the statistical CSI-based joint optimiza-

tion scheme. Fig. 6 shows the communication and sensing

MSEs, achieved by solving (P3), versus the training and

transmission SNR γCE = γDT = γ. It is observed from the

figures that both the sensing and communication performances

are improved with the increase of γ. On the other hand, when

we gradually decrease the weighting factor ω1 from 1 to 0,

corresponding to the four curves in the figures, the system

is accordingly converted from communication-dominated to

sensing-dominated. Therefore, it is seen that the communi-

cation MSE becomes large and, in the contrary, the sensing

performance gets better gradually.

In what follows, we compare the performances of the

proposed instantaneous CSI-based design scheme and the

statistical CSI-based scheme. First, the training and feedback

overheads of the two schemes are compared in Table III. We

find that these two schemes have identical training overheads

of M due to the instantaneous CSI estimation at the receiver.

However, the sequential design requires feeding back the

instantaneous CSI of size M×N com to the transmitter, thereby

incurring an additional feedback overhead.

To proceed, we demonstrate the communication-sensing

MSE regions. Specifically, the communication-sensing MSE

region is utilized to characterize all the achievable MSE pairs

for simultaneous communication and sensing under a given

transmit power constraint, which is defined by

Rcom-rad ,

{
(M̃SE

com

, M̃SE
rad

) : M̃SE
com

≥ 1

D
MSEcom,

M̃SE
rad

≥ 1

M
MSErad,Tr{XXH}≤P CE,Tr{WWH}≤PDT

}
,

(44)

whose boundary can be characterized by consecutively ad-

justing the value of ω1 from 0 to 1 and solving the resulting

problems, given in Sections III and IV for instantaneous and

statistical CSI-based schemes, respectively. Fig. 7 illustrates

the communication-sensing MSE region for the considered
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Fig. 7. Communication-sensing MSE regions (γCE = γDT = 5 dB).

ISAC design. First, the tradeoff between communication and

sensing is found from this figure, i.e., MSEcom and MSErad

cannot decrease at the same time, since both functions share

the limited power and spatial resources. Moreover, it is seen

that the instantaneous CSI-based scheme and the channel

statistics-based scheme have the potential to achieve lower

communication MSE and lower sensing MSE, respectively,

which confirms to our expectations discussed at the end of

Section II. More specifically, when considering a scenario

with stringent radar requirements, we can apply the channel

statistics-based design to achieve a better sensing MSE per-

formance. While for a communication-dominant scenario, the

instantaneous CSI-based design should be utilized to attain a

better communication MSE performance.

Finally, we compare the achievable performances of the

MSE-based and the MI-based joint designs, by presenting

the communication-sensing MSE and MI regions in Fig. 8,

where the definition of the MI region is similar to (44) and

is omitted. We observe from Fig. 8(a) that, compared to the

MI-based design, the MSE-based design has the potential to

achieve lower communication MSE, which is as expected since

its design goal is MSE minimization. At the same time, a

larger communication MI can be achieved by the MI-based

criterion as shown in Fig. 8(b). On the other hand, we focus

on the extreme scenario where ω1 → 0 and the system tends

to be sensing-oriented, corresponding to the rightmost end of

the curves in Fig. 8(a) and the leftmost end of the curves in

Fig. 8(b). It is seen that the two criteria can achieve nearly

identical sensing performances in terms of either MSE or MI.

This is because, for the target TRM estimation, the MSE min-

imization criterion and the MI maximization criterion result

in the same waveform solution, as analyzed and substantiated

in reference [33].

VIII. CONCLUSION

In this paper, we investigated the joint training and trans-

mission design in MIMO ISAC systems, aiming to minimize

the weighted sum MSEs of both data communication and

sensing TRM estimation. We first considered a sequential

design scheme to optimize the training and the transmission
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Fig. 8. Communication-sensing MSE and MI regions of the MSE-based joint
design and the MI-based joint design (γCE = γDT = 20 dB).

signals separately, which requires the instantaneous estimated

CSI feedback. We also considered a channel statistics-based

scheme to jointly optimize the training and the transmis-

sion signals through solving one single problem, which can

reduce the CSI feedback overhead. In addition, structured

and low-cost solutions under special cases are provided.

The superiorities of the proposed schemes, especially the

radar performance enhancement, can be clearly demonstrated

through the simulations. In particular, it is confirmed that the

proposed instantaneous CSI-based scheme and the channel

statistics-based scheme have the potential to achieve lower

communication MSE and lower sensing MSE, respectively.

These outcomes can be correspondingly leveraged in scenarios

where communication or sensing predominates.

APPENDIX A

PROOF OF PROPOSITION 1

We derive two upper bounds for the communication and

sensing MSEs in the objective function of (P2), respectively,

which will be used by the proposed MM algorithm. To

begin with, for the first term MSEcom, we employ the matrix

inversion lemma and obtain

[ID +WHĤH((Tr{WWHR∆}+ σ2)IN com)−1ĤW]−1

= −WHĤH [ĤWWHĤH + (Tr{WR∆}+ σ2)IN com ]−1

× ĤW + ID. (45)

Based on the fact that the function f(A,B) = Tr{AB−1AH}
is jointly convex with respect to {A,B} when B ≻ 0

[44], we define Q , ĤWWHĤH + (Tr{WWHR∆} +
σ2)IN com ≻ 0 and convert (45) to MSEcom(W,Q) = Tr{ID−
WHĤHQ−1ĤW}, which is jointly concave with respect to

{W,Q}. Then, we apply the first-order Taylor expansion to

MSEcom(W,Q) and obtain an upper bound as follows:

Tr
{
ID −WHĤHQ−1ĤW

}

≤−Tr
{
WH

0 ĤHQ−1
0 ĤW0+2R{WH

0 ĤHQ−1
0 Ĥ(W−W0)}

−Q−1
0 ĤW0W

H
0 ĤHQ−1

0 (Q−Q0)
}
+D

= Tr
{
2R{WH

0 ĤHQ−1
0 ĤW}

}

− Tr
{
Q−1

0 ĤW0W
H
0 ĤHQ−1

0 Q
}
+D

, MSE(W,Q;W0,Q0), (46)

where Q0 = ĤW0W
H
0 ĤH + (Tr{W0W

H
0 R∆}+ σ2)IN com

and W0 is an arbitrary feasible point. Then, we substitute the

definition of Q into MSE(W,Q;W0,Q0), yielding

MSE(W,Q;W0,Q0)

= D − Tr
{
2R{WH

0 ĤHQ−1
0 ĤW}

}

+ Tr
{
Q−1

0 ĤW0W
H
0 ĤHQ−1

0 ĤWWHĤH
}

+ Tr{WWHR∆}Tr
{
Q−1

0 ĤW0W
H
0 ĤHQ−1

0

}

+ σ2Tr
{
Q−1

0 ĤW0W
H
0 ĤHQ−1

0

}

= Tr
{
WHΨW

}
−Tr

{
2R{WH

0 ĤHQ−1
0 ĤW}

}
+c1,

(47)

where c1 is the constant term and Ψ is given by

Ψ , ĤHQ−1
0 ĤW0W

H
0 ĤHQ−1

0 Ĥ

+ Tr
{
Q−1

0 ĤW0W
H
0 ĤHQ−1

0

}
R∆ � 0. (48)

In a similar way, we manipulate MSErad in the objective

function of (P2) in the following. First, by defining RG′ ,

R−1
G

+ 1
σ2X

⋆(X⋆)H for notational ease and employing the

matrix inversion lemma, we have

MSErad=Tr
{
R−1

G′

}
−Tr

{
R−1

G′W
(
σ2ID/LDT+WHR−1

G′W
)−1

×WHR−1
G′

}
. (49)
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To proceed, defining Ξ , σ2

LDT ID+WHR−1
G′W ≻ 0, we have

MSErad

≤ Tr
{
Ξ−1

0 WH
0 R−2

G′W0Ξ
−1
0 WHR−1

G′W
}

− Tr
{
2R{Ξ−1

0 WH
0 R−2

G′W}
}
+ c2

≤ − 2Tr
{
R{Ξ−1

0 WH
0 R−2

G′W + λWH
0 W

−Ξ−1
0 WH

0 R−2
G′W0Ξ

−1
0 WH

0 R−1
G′W}

}

+ λTr{WHW}+ c3. (50)

In (50), the first inequality follows from the first-order Tay-

lor expansion on Tr
{
R−1

G′WΞ−1WHR−1
G′

}
, where Ξ0 =

σ2

LDT ID + WH
0 R−1

G′W0, the second inequality holds due to

[36, Eq. (26)], where λ can be calculated as

λ = λmax(Ξ
−1
0 WH

0 R−2
G′W0Ξ

−1
0 )λmax(R

−1
G′ ), (51)

and c2 and c3 stand for the constant terms. By combining

the upper bounds obtained in (47) and (50) and removing the

constant terms, we obtain the surrogate problem in (18), where

ΠH =
ω1

D
WH

0 ĤHQ−1
0 Ĥ+

ω2

M
(Ξ−1

0 WH
0 R−2

G′ + λWH
0

−Ξ−1
0 WH

0 R−2
G′W0Ξ

−1
0 WH

0 R−1
G′ ). (52)

APPENDIX B

PROOF OF THEOREM 1

Let us denote the objective function and the constraint set of

the original problem (P1) by f(W) and S, respectively. The

conditions required by the MM framework for constructing

the surrogate function, denoted by f(W;W0), are listed as

follows [37, Section III]:

1) f (W) ≤ f (W;W0) , ∀W ∈ S;

2) f (W0) = f (W0;W0);
3) ∇f (W0) = ∇f (W0;W0);
4) f (W;W0) is continuous in both W and W0.

When all the four conditions hold, the MM-based iterative

algorithm can be guaranteed to converge to a stationary

point of the original problem. In the sequel, we prove that

the utilized surrogate function, i.e., the objective function of

problem (18), and the objective function of problem (P2)
satisfy these conditions.

Firstly, it is clearly seen that the objective function of

problem (18) is a continuous function and thus condition 4)

holds. Secondly, as shown in (46), the employed upper bound

for the communication MSE is derived based on the first-

order Taylor expansion, for which 1), 2), and 3) can be readily

verified to hold. On the other hand, we utilize the first-order

and the second-order Taylor expansions in (50) to upper bound

the radar sensing MSE, where conditions 1), 2), and 3) also

hold. Hence, all the four conditions hold for the surrogate

function in (18) and the convergence proof is completed.

APPENDIX C

PROOF OF PROPOSITION 2

By substituting RX = XXH , the subproblem of the

training signal X becomes

minimize
RX

ω1

D
Tr

{(
ID +

N comWHR
Ĥ
W

Tr{WWHR∆}+ σ2

)−1
}

+
ω2

M
f(RX)

subject to R∆ =

(
R−1

H
+

1

σ2
RX

)−1

, R
Ĥ

= RH −R∆,

Tr {RX} ≤ P CE, RX � 0, (53)

where f(RX) , Tr

{(
R−1

G
+ 1

σ2RX + LDT

σ2 WWH
)−1

}
de-

notes the sensing MSE and it is convex with respect to

RX. The remaining issue of solving (53) is to deal with the

nonconvex communication MSE.

To begin with, we introduce a positive semidefinite matrix

Γ as an auxiliary variable and transform problem (53) into the

following equivalent form:

minimize
RX,Γ

ω1

D
Tr

{(
ID +

N comWH(RH − Γ)W

Tr{WWHΓ}+ σ2

)−1
}

+
ω2

M
f(RX)

subject to Γ �
(
R−1

H
+

1

σ2
RX

)−1

, Tr {RX} ≤ P CE,

RX � 0, Γ � 0. (54)

The equivalence is established based on the fact that Γ =(
R−1

H
+ 1

σ2RX

)−1
must hold at the optimality, which is

proved by contradiction. Specifically, assume that Γ′ is an

optimal solution of (54), where Γ′ �
(
R−1

H
+ 1

σ2RX

)−1
and

Γ′ 6=
(
R−1

H
+ 1

σ2RX

)−1
. In such case, we can always find

a matrix Γ̂ satisfying Γ′ � Γ̂ �
(
R−1

H
+ 1

σ2RX

)−1
and

Γ̂ 6= Γ′. It follows that Tr{WWHΓ̂} < Tr{WWHΓ′}
and WH(RH − Γ̂)W � WH(RH − Γ′)W [45]. Hence,

replacing Γ′ with Γ̂ results in a smaller objective, which

contradicts with the assumption that Γ′ is optimal. Therefore,

Γ =
(
R−1

H
+ 1

σ2RX

)−1
must hold at the optimality and,

hence, problems (53) and (54) are equivalent.

To proceed, we introduce a real-valued auxiliary variable t
to problem (54) and obtain the following equivalent problem:

minimize
RX,Γ,t≥0

ω1

D
Tr

{(
ID +

N comWH(RH − Γ)W

t

)−1
}

+
ω2

M
f(RX)

subject to constraints of problem (54),

t ≥ Tr{WWHΓ} + σ2. (55)

The equivalence holds since the constraint t ≥
Tr{WWHΓ} + σ2 must keep active at the optimality,

which can be proved by contradiction similarly. Subsequently,

based on the equality Tr

{(
ID + N com

W
H(RH−Γ)W

t

)−1
}

=
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tTr
{(

tID +N comWH(RH − Γ)W
)−1
}
, we introduce

another real-valued auxiliary variable u and rewrite (55) by

the following equivalent form:

minimize
RX,Γ,t≥0,u≥0

ω1

D
tu+

ω2

M
f(RX)

subject to constraints of problem (55),

u ≥ Tr
{(

tID +N comWH(RH − Γ)W
)−1
}
,

which corresponds to problem (21).

APPENDIX D

PROOF OF PROPOSITION 3

By substituting the EVDs RH = UΛHUH and RG =
UΛGUH into the objective function of (P1), we have

Tr{(R−1
H

+XXH/σ2)−1} = Tr{(Λ−1
H

+UHXXHU/σ2)−1},
Tr{(R−1

G
+XXH/σ2)−1} = Tr{(Λ−1

G
+UHXXHU/σ2)−1}.

(56)

To proceed, we introduce the following lemma.

Lemma 1 ( [16]): For an arbitrary N ×N positive definite

matrix A, it holds that Tr{A−1} ≥ ∑N
n=1[A]−1

n,n, where

[A]n,n stands for the n-th diagonal element of A. The equality

holds if A is diagonal.

Based on Lemma 1, we conclude that, in order to minimize

the MSEs in (56), UHXXHU must be a diagonal matrix,

i.e., X has the structure as X = UΛX. Furthermore, by

substituting X = UΛX into (P1), we obtain the following

equivalent problem with respect to the diagonal matrix ΛX:

minimize
{xm≥0}M

m=1

ω1

M

M∑

m=1

(λ−1
H,m+xm/σ2)−1+

ω2

M

M∑

m=1

(λ−1
G,m+xm/σ2)−1

subject to

M∑

m=1

xm ≤ P CE. (57)

This is a convex problem with respect to {xm}Mm=1, which

can also been addressed employing the Lagrange multiplier

method [44]. To this end, denoting the lagrange multiplier

associated with the power constraint by µ ≥ 0, we then give

the partial Lagrange function of problem (57) by

L({xm}Mm=1, µ)

=
ω1

M

M∑

m=1

(
λ−1
H,m+xm/σ2

)−1

+
ω2

M

M∑

m=1

(
λ−1
G,m+xm/σ2

)−1

+ µ

(
M∑

m=1

xm − P CE

)
. (58)

By solving ∂L
∂xm

= 0 for each m, we obtain the condition

in (25). Since xm ≥ 0, from (25) we have µ⋆ 6= 0
and obtain the upper bound of µ⋆ in (27). In addition, the

complementary slackness condition of problem (57) is given

by µ⋆(
∑M

m=1 x
⋆
m − P CE) = 0. Based on µ⋆ > 0, we have∑M

m=1 x
⋆
m = P CE. The proof is completed.

APPENDIX E

PROOF OF THEOREM 2

Utilizing Lemma 1 shown in Appendix D, it is verified

that (28) is a sufficient and necessary condition of minimiz-

ing the second term of the objective function of (P3), i.e.,

MSErad. Therefore, the remaining issue is to prove that (28)

is also optimal for minimizing the first term, i.e., MSE
com

=

Tr

{(
ID +

N com
W

H
R

Ĥ
W

Tr{WWHR∆}+σ2

)−1
}

, which is given as follows.

Define κ , Tr{WWHR∆}+σ2 > 0 and MSE
com

becomes

Tr{(ID+ 1
κW

HR
Ĥ
W)−1}. Denote the EVD of R

Ĥ
and R∆

by R
Ĥ

= U
Ĥ
Λ

Ĥ
UH

Ĥ
and R∆ = U∆Λ∆UH

∆
, respectively.

Then, we obtain from Lemma 1 that the optimal W that

minimizes MSE
com

with a fixed κ obeys W = U
Ĥ
ΛW.

In other words, the directions of W should be aligned with

those of the correlation matrix of the estimated channel.

Meanwhile, for the purpose of minimizing κ, W should satisfy

W = U∆ΛW [46]. Moreover, when X = UΛX, it can be

readily shown that R
Ĥ

and R∆ share the same eigenvectors,

i.e., U
Ĥ

= U∆ = U. Therefore, the W and X given in (28)

also minimize MSE
com

. The proof is completed.

APPENDIX F

PROOF OF EQUIVALENCE BETWEEN

PROBLEMS (29) AND (30)

We first introduce ξd ≥ 0, d ∈ D, and transform (29) into

the following equivalent problem:

minimize
{xm}M

m=1
,

{wd,ξd}D
d=1

ω1

D

D∑

d=1

(
1 +

N com

∑D
i=1 ξd + σ2

λ2
H,dwdxd

λH,dxd + σ2

)−1

+
ω2

M

D∑

d=1

(
λ−1
G,d +

1

σ2
xd +

LDT

σ2
wd

)−1

+
ω2

M

M∑

m=D+1

(
λ−1
G,m +

1

σ2
xm

)−1

subject to constraints of problem (29,

ξd ≥ λH,dσ
2wd

λH,dxd + σ2
, d ∈ D. (59)

The equivalence holds since the objective function is mono-

tonically increasing with {ξd} and thus the added inequalities

must keep active at the optimality. To proceed, we introduce

auxiliary variables t ≥ 0 and {κrad
m ≥ 0}Mm=1, and transform
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(59) into the following equivalent problem:

minimize
{xm,κrad

m}M
m=1,t,

{wd,ξd}D
d=1

ω1

D

D∑

d=1

(
1 +

N com

t

λ2
H,dwdxd

λH,dxd + σ2

)−1

+
ω2

M

D∑

d=1

(
κrad
d

)−1
+

ω2

M

M∑

m=D+1

(
κrad
m

)−1

subject to constraints of problem (59),

t ≥
D∑

d=1

ξd + σ2,

κrad
m ≤ λ−1

G,m +
1

σ2
xm +

LDT

σ2
wm, m ∈ D

κrad
m ≤ λ−1

G,m +
1

σ2
xm, m ∈ D\M. (60)

It can be proved by contradiction that the added constraints

must be active at the optimality, and thus the equivalence

between problems (59) and (60) holds. Finally, we introduce

{κcom
d ≥ 0}Dd=1 to similarly handle the first term in the

objective function of problem (60) and obtain problem (30).
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