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Non-Coherent Direction of Arrival Estimation from
Magnitude-Only Measurements
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Abstract—We consider the classical Direction of arrival (DOA)
estimation problem in the presence of random sensor phase errors
are present at each sensor. To eliminate the effect of these phase
errors, we propose a DOA recovery technique that relies only on
magnitude measurements. This approach is inspired by phase re-
trieval for applications in other fields. Ambiguities typically asso-
ciated with phase retrieval methods are resolved by introducing
reference targets with known DOA. The DOA estimation problem
is formulated as a nonlinear optimization in a sparse framework,
and is solved by the recently proposed GESPAR algorithm modi-
fied to accommodate multiple snapshots. Numerical results demon-
strate good DOA estimation performance. For example, the prob-
ability of error in locating a single target within 2 degrees is less
than 0.1 for SNR > 15 dB and one snapshot, and negligible for
SNR > 10 dB and five snapshots.

Index Terms—Direction of arrival, phase retrieval, sparsity.

I. INTRODUCTION

N ASSUMPTION often relied upon in the literature on
DOA problems is that ideal phase synchronization is
available at the elements of the array. In practice, however
phase synchronization is difficult to achieve and greatly in-
creases hardware complexity. There are many causes that may
lead to imperfect phase synchronization, such as phase noise of
the local oscillator [14], [15], errors in antenna element placing
[16], [17], and errors in downsampling due to clock drifting by
the local oscillator [18]. When one tries to apply well known
DOA estimation methods, such as MUSIC [5] or ESPRIT [19],
in the presence of phase errors, the methods behave as if there
is a severe degradation in the signal-to-noise ratio (SNR) [10].
Furthermore, when the phase errors exceed approximately 1/10
of a cycle, coherency is lost, and the DOA cannot be accurately
estimated irrespective of the SNR.
Recently, the topic of phase retrieval has been receiving in-
creased attention in signal processing literature [20]. Phase re-
trieval refers to the problem in which one seeks to recover a
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(complex) signal from magnitude only measurements so that all
phase information is lost. This problem originated in fields such
as optical imaging [1], crystallography, [2] and others [3], where
phase measurements are impossible to obtain. Solutions to the
phase retrieval problem generally allow for various ambiguities
considered acceptable in many applications, such as imaging
and crystallography [4], [6], [7]. Applying a phase retrieval ap-
proach to the DOA estimation problem might free the system
designer from the phase synchronization task, thus significantly
reducing hardware complexity. Nevertheless, the ambiguities,
usually associated with phase retrieval solutions would make
the DOA estimation nonsensical.

In this letter, we propose a method for solving the DOA
problem without phase information by relying on phase re-
trieval techniques. We refer to our method as non-coherent
DOA estimation, referring to an array with sensors that are
not phase synchronized. We further introduce means to rid the
estimates of ambiguities. We show, that at a small cost to per-
formance, we can perform DOA estimation that is unaffected
by phase synchronization errors.

The letter is organized as follows: the signal model in
Section II, non-coherent DOA estimation in Section III, nu-
merical examples are presented in Section IV, and concluding
remarks are found in Section V.

Throughout, bold lowercase letters denote column vectors,
and bold uppercase letters denote matrices; || - ||2. denotes the
Frobenius norm, while ||X]||o counts the number of nonzero
rows in X.

II. SIGNAL MODEL

Consider a linear antenna array of N elements, where each
element collects P measurements of signals emanating from K
stationary targets in the far field. The array could be a passive
array or part of a radar system. A set of measurements taken
by the array sensors at a given time instant is known as a snap-
shot. The n-th array element is located at coordinate z,, in an
arbitrary coordinate system. The number of targets is assumed
known, and the targets are assumed to be stationary. The signals
in the system are of known carrier wavelength A and of negli-
gible bandwidth, such that the pulse shape of the received signal
does not contribute meaningful information to localization. For
a target with DOA 48, the signal received at the n-th element is
given by ze/(37/2)2n sinb where 1 is the target’s complex gain.
For notational brevity, let v = sinf and ¢ = (27 /A)u. With
this notation, the response across the array from a unity gain
target is given by

aly) = [ejz”‘/’, cee eijw}

)
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Then, a snapshot at time #,, of the baseband response at the array
due to the K targets is given by the /V x 1 vector

K

v(t,) = Y wilty)a(¥)

i=1

where, x;(t,) is the complex target gain for a target in posi-
tion #; which can vary in time from snapshot to snapshot. Con-
catenating P snapshots horizontally yields us the N x P mea-
surement matrix Y with the columns v(#, ). We assume that the
target’s possible DOAs comply with a grid of G points, with
G > K ,and define an NV X G dictionary matrix A with columns
a(t);). The signal model is then given by,

T=AX+E )

where X is sparse in the sense that it has only X' < G non-zero
rows representing target gains, and the elements of E consti-
tute spatio-temporal, complex-valued, additive white Gaussian
noise (AWGN) with mean zero and variance o2. Our goal is
to determine the K non-zero rows indices, i.e. support, of X,
from the knowledge of the measurements Y and matrix A. The
support of X has a one-to-one relation with the X' DOA’s v,
k =1,..., K. Sensor phase errors are modeled by a diagonal
matrix D with elements {e??~ }_, , where ¢,, is the phase error
associated with sensor n. Thus the received signal model in the
presence of phase errors is

YT =DAX+E 3)

III. NON-COHERENT DIRECTION OF ARRIVAL ESTIMATION

There is an extensive body of literature on solutions to the
DOA problem. In general, these solutions assume phase syn-
chronization at the array elements. It is well known that phase
synchronization errors degrade DOA estimation performance.
For example, it is shown in [8] that at high SNR, phase errors
dominate the DOA estimation performance if the variance of the
phase errors oi > 1/SNR, where SNR is the effective signal to
noise ratio (i.e. it incorporates the effect of using multiple ob-
servations). This means that for a SNRR = 20 dB, phase errors
larger than 6 degrees become important. In another example,
it is shown in [9] that a 40-clement array can easily distinguish
between two sources separated by 2 degrees with ideal phase in-
formation, but the sources become indistinguishable for phase
errors of 10 degrees. This motivates introducing an approach to
DOA estimation that does not rely on signal phase, and hence
is robust to phase synchronization errors.

Taking the magnitude squared of the measurements in (3), we
obtain

Y = |DAX + E|? “4)

where Y = |Y|2, and the absolute value operator is applied
element-wise to the matrix Y. Recalling that D is a diagonal
matrix of phase errors, in the noiseless case,

IDAX[” = |AX|? (5)
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which means that phase errors do not affect the measured signal.
Therefore, we propose estimating the support of X directly from
Y.

A. Ambiguities

To develop intuition for DOA estimation from magnitude-
only measurements, consider the case of two targets ¢ = 1,2
with bearings 6;, 4; = (27 /) sin#; and complex gains z;. It
is instructive to rewrite the complex gains x; = |z;|e?Y where
~; is the phase of the complex gain ;. The noise-free signal
received at the n-th sensor is given by

. . ‘ 2
Y = |$1|6J(z,,,w1+’¥1) + |:172|e"(’7"*“ﬁ’2+“'2)

= |51 2 + |z2|* + 2|1 | |22 | cos(zn A + Ay)  (6)

where At = 15 — 1)1 and Ay = 2 — 1. To focus on the esti-
mation of the DOA angles, assume |z1| and |z2| are known.
Then A+ and A may be estimated from equations (6) for
n = 1,..., N. The estimate of At is subject to several types
of ambiguities. To simplify the discussion on ambiguities, let
|z1] = |x2] = 1/4/2. In this case, (6) becomes

Yn = 1 + cos(z, Ay + A~y). ().

The solution A to (7) is subject to phase shift ambiguities,
phase mirroring, and under some conditions, the response of the
non-coherent array might contain grating lobes. A phase shift
ambiguity occurs since for any phase shift 8,,, Ay = 91 —1Pa =
(14 6y) — (Y2 + 6,). A phase mirroring ambiguity stems
from the fact that if (z,, A4 + A~) is a solution to the DOA esti-
mation problem, then so is —(z,, Ay + A~). The significance of
the mirroring ambiguity is that given a reference target known
DOA /1, and an estimate of A from solving (7), there are two
possible 13 DOA solutions for the unknown target, one to the
left, and the other to the right of the reference target. The next
lemma addresses the shift and mirroring ambiguities.

Lemma 1: Given one or more time-synchronized (but not
necessarily phase-synchronized) sensors capable of performing
signal magnitude measurements, the DOA of a single target may
be estimated unambiguously if the DOA is known for at least a
single reference target placed at either edge of the field of view
of interest.

Proof: Given a known DOA 4.5 for a reference target,
set ¥1 = ey, in (7). This forces 6, = 0, resolving the
shift ambiguity. Moving on to the mirroring ambiguity, both
+(2,(¢2 — Pres) + A%) produce the same measurement yy,
in (7). The mirroring ambiguity is traced back to the even prop-
erty of the cosine function. As a result of this ambiguity, given a
reference target at DOA 8, ; (recall that ) = (27/X) sin #), so-
lutions for # may occur on either side of #,.. ;. This ambiguity
is resolved if targets are restricted to only one side of §,..¢. [

Note that consistent with our magnitude-only measurements
assumption, the phase of z,.r, say v,.y, cannot be measured
and is unknown. In addition note that the estimation of At is
completely determined by the argument of the cosine term and
the amplitude of z,.; does not play a role. This means the am-
plitude of z,..r does not affect the estimation of Aq).
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Fig. 1. Example use of a reference target to resolve mirroring ambiguities in
non-coherent DOA estimation.

Fig. 1 illustrates how placing the reference target close to one
end of the visible region (—x/2,7/2), resolves the mirroring
ambiguity, at the cost of a small loss in the visible region.

In the case of multiple targets with unknown DOA, an addi-
tional ambiguity arises when multiple pairs of targets yield the
same A. Intuitively, the chances of this type of ambiguity may
be reduced by using multiple reference targets.

B. DOA Recovery

Based on (4) we propose estimating the DOAs by considering
the optimization problem,

min Y — IAX]?|3 st X]lo € K+ K, e, Seer €S (8).

where K is the number of unknown targets, while K¢ is the
number of reference targets. As previously discussed, if one ref-
erence target is used, it must lie on one end of the area of interest.
Points of the other side of this boundary, must be discarded. This
is equivalent to removing columns of A that correspond to the
grid points that must be discarded. This ensures that the solution
is restricted to one side of the reference target.

The set S,.r is the set of indices that specifies the loca-
tion(s) of the reference target(s) or equivalently the rows in
X that correspond to the reference targets. The set S is the
set of indices of all the targets or nonzero rows of X. The
constraint S,..y C S forces the estimated support S to contain
the reference targets. To solve (8), we modify GESPAR [7],
a phase retrieval algorithm that exploits sparsity. GESPAR
was designed for a single snapshot, but here we extend it to
handle multiple snapshots and to use the DOA information of
the reference targets. Before we discuss the improvements to
GESPAR in more detail, we outline a short description of the
algorithm (refer to [7] for more details).

GESPAR may be applied to solve (8) for a single snapshot,
ie. Y = y, where y is an N x 1 measurement vector, and
X = x, wherex is a G x 1 vector of target gains. The algorithm
begins by randomly choosing K + K,y indices and places them
into S. Once an initial guess of the support is made, the cost
function becomes

Flxs) = min|ly — |Asxs|?||3 ©)
where A g is formed from the columns of A that correspond to
the support set S, and similarly xg corresponds to the elements
of x in the support S. The unconstrained optimization problem
(9) is solved via the Damped Gauss-Newton (DGN) algorithm
[13] to determine the elements of x5 and to evaluate the value of
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the cost function. The vector x is then created from the estimate
xg, using the equation x = Ugxg, where Ug € RGX(K+Kuer)
is a matrix consisting of the columns of the identity matrix I
corresponding to the set .S. Note that (9) does not require the
complex amplitude of the reference target(s) and we only re-
quire that the target gain is nonzero. A local search is then per-
formed for a new support set that achieves a lower cost func-
tion value; for details see [7]. This process continues until a cost
function value is achieved that is below a user defined threshold
or a predetermined maximum number of swaps is exhausted.

Our modified version of GESPAR follows the same proce-

dure as GESPAR, but accounts for multiple snapshots, which
GESPAR cannot accommodate. Specifically:

« We find the coefficients of Xg column by column
by solving P optimization problems of the form
fxh) = min; ly' — |Asx%|%||3 using the DGN
method, where the superscript ¢ represents the i-th
column of a matrix. The matrix X is generated from
X =UgsXjs. The cost function value f(Xg) is evaluated
from, f(Xs) = ,_, f(xk).

* To accommodate P snapshots in the definition of the gra-
dient (see step 1 above), we define g = Zf:l |V f(xH)].
Here V f(x') is the gradient of the cost function f(x') =
ly* — |Ax'|?||3 with respect to x".

IV. NUMERICAL EXAMPLES

In this section, numerical examples are presented to illustrate
the performance of non-coherent DOA estimation. For refer-
ence, results are also shown for coherent DOA estimation under
the assumption that the targets are sparse. The coherent case is
solved by applying the orthogonal matching pursuit (OMP) al-
gorithm [12]. Unless specified otherwise, the phase error matrix
D is taken to be the identity matrix I corresponding to no phase
errors. Common to Figs. 2-3 is a linear array of N = 20 ele-
ments spaced at half-wavelength of the carrier frequency. For
these figures, a grid of G = 30 points is uniformly spaced over
the sector [sin 0, sin 7/2]. The localization problem is solved
using observations from either P = 1 or P = 5 snapshots.
For scenarios in which a single target X = 1 is to be local-
ized, a reference target of known DOA and amplitude is found
at sin#,..y = 0. For problems where multiple targets are esti-
mated, there are two known reference targets at respectively,
sinfr.;, = 0 and sinf,.;, = 0.035 (corresponding to ad-
jacent grid points) it was observed that this configuration re-
solved the ambiguities during simulations for two targets. All
reference and unknown targets have unit amplitude and random
phase U ~ [0, 27], both of which are fixed over the observation
interval. Signals from the targets are measured in the presence
of additive, white, complex Gaussian noise with zero mean and
variance 2. The SNR per sensor and observation is then de-
fined SNR = —10log,, o2. The figure of merit used to eval-
uate performance is the probability of error defined as the ratio
of incorrectly recovered signal supports to the number of exper-
iments. A DOA estimate is considered in error whenever it is
associated with any grid point other than the correct one.

Fig. 2 shows the probability of error of the DOA estimation
versus SNR for coherent and non-coherent DOA estimation of
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Fig. 2. Probability of error vs SNR for N = 20 K = 1, G = 30. A reference
target is placed at sin ...y = 0. No phase errors, D = I.
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Fig. 3. Probability of error vs phase errors for NV = 20, G = 30, K = 1,
SNR = 15 dB. A reference target is placed at sin 8,.. ; = 0, and the unknown
target is placed at sin #; = 0.035. Both targets have amplitudes of one with
random phase. The phase error ¢ is drawn from a Gaussian distribution that is
independent from sensor to sensor.

one or two targets. In the single target case, the target is lo-
cated at sin# = 0.035 one grid point away from the known
reference target) in the two target case, targets are located at
sinf; = 0.241 and sin #3 = 0.517. The results are further pa-
rameterized by the number of observation snapshots. From the
figure, it is observed that for P = 1 snapshot, non-coherent
DOA estimation has a probability of error lower than 0.1 for
SNR > 15 dB. With P = 5 snapshots, performance improves
to an almost zero probability of error for SNIR > 10 dB. As ex-
pected, non-coherent DOA incurs a performance loss compared
to DOA estimation that can exploit phase information.

Fig. 3 illustrates the effect of phase errors on coherent and
non-coherent DOA estimation. The figure displays the proba-
bility of error for locating a single target as a function of the
standard deviation of sensor phase errors, for SNR = 15 dB.
The unknown target is located one grid point away from the
reference target. Each entry of the phase error matrix D is equal
to e?®» where ¢,, is drawn from a Gaussian distribution. This
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Fig. 4. Probability of error vs compression ratio for G = 100, Z = 30\.
Sensor locations are drawn from a uniform distribution. A reference target is
placed at sin #...; = 0 and the unknown target is placed at an adjacent grid
point, sin #; = 0.0101. Both targets have amplitudes of one with random
phase.

figure demonstrates a key benefit of non-coherent DOA estima-
tion. It is observed that phase errors have no effect on non-co-
herent DOA, while the coherent method starts to collapse for
phase errors larger than roughly 1/10 of a cycle.

While the previous examples were generated with a filled
array (A/2 element spacing), in Fig. 4 the number of elements
varies. The horizontal axis represents the compression ratio de-
fined as the ratio of the number of elements in the array to the
number of elements in a filled array. Here, the number of ele-
ments in the filled array was taken to be 100. The elements are
distributed along the array according to a uniform random vari-
able U ~ [0, Z], where Z is the aperture size in wavelengths.
The number of grid points is G = 100. By placing the unknown
target one grid point away from the reference target, the two tar-
gets may be resolved if the DOA performance reaches the res-
olution limit. The goal in this example is then to study whether
the resolution limit may be reached with a number of elements
significantly lower than that of a full array. From the figure, it
is observed that probabilities of error lower than 0.05 are ob-
tained for both single and five snapshots for a sparse array with
as few as 1/10 of the number of elements of a filled array. This
figure demonstrates the ability of non-coherent, sparse arrays in
conjunction with a sparse framework to support high resolution
DOA estimation.

V. CONCLUSIONS

In this letter we proposed a new approach to solving the DOA
problem that is insensitive to sensor phase error. The method
uses a modified version of the GESPAR algorithm. We demon-
strated through numerical simulations that accurate DOA es-
timation using a non-coherent method is possible with only a
small penalty in performance. The performance penalty dimin-
ishes as SNR increases. We also showed that when phase er-
rors are present in the system, coherent methods experience a
degradation in performance as the variance of the phase errors
increases. In contrast, because our non-coherent approach does
not make use of phase information, it does not experience any
degradation in performance irrespective of the phase errors.
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